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Abstract

This work presents a non-intrusive reduced-order modeling framework for dynamical sys-
tems with spatially localized features characterized by slow singular value decay. The proposed
approach builds upon two existing methodologies for reduced and full-order non-intrusive mod-
eling, namely Operator Inference (OpInf) and sparse Full-Order Model (sFOM) inference. We
decompose the domain into two complementary subdomains that exhibit fast and slow sin-
gular value decay. The dynamics of the subdomain exhibiting slow singular value decay are
learned with sFOM while the dynamics with intrinsically low dimensionality on the comple-
mentary subdomain are learned with OpInf. The resulting, coupled OpInf-sFOM formulation
leverages the computational efficiency of OpInf and the high resolution of sFOM, and thus
enables fast non-intrusive predictions for conditions beyond those sampled in the training data
set. A novel regularization technique with a closed-form solution based on the Gershgorin disk
theorem is introduced to promote stable sFOM and OpInf models. We also provide a data-
driven indicator for subdomain selection and ensure solution smoothness over the interface
via a post-processing interpolation step. We evaluate the efficiency of the approach in terms
of offline and online speedup through a quantitative, parametric computational cost analysis.
We demonstrate the coupled OpInf-sFOM formulation for two test cases: a one-dimensional
Burgers’ model for which accurate predictions beyond the span of the training snapshots are
presented, and a two-dimensional parametric model for the Pine Island Glacier ice thickness
dynamics, for which the OpInf-sFOM model achieves an average prediction error on the or-
der of 1% with an online speedup factor of approximately 8× compared to the numerical
simulation.

1 Introduction

Physics-informed non-intrusive modeling leverages partial a priori knowledge about the partial
differential equations (PDEs) governing the dynamics of a system to infer models from numerical or
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experimental data. In this paper, we use domain decomposition to couple two methods for physics-
informed non-intrusive modeling that act on both the full and reduced dimension. Thus, we enable
accurate predictions on systems with spatially localized features at a reduced computational cost.

Model reduction proposes mathematical frameworks that reduce the computational complexity
of numerical simulations while maintaining high accuracy [7, 5]. When a full-order model (FOM),
derived via the discretization of governing PDEs, is explicitly available from the numerical solver,
so-called “intrusive” model reduction methods can be employed [6]. However, the numerical simula-
tion of complex or large-scale engineering systems is often performed by legacy code or commercial
software. The underlying FOM of the dynamical system at hand can thus be inaccessible to the
end-user; simulation data are available, while the governing equations for the system dynamics
might be only partially known [41, 5, 33, 42].

Physics-informed non-intrusive modeling enables the inference of predictive dynamical models
for such cases by leveraging a priori knowledge of the system’s governing equations in combina-
tion with training data from simulations. These methods offer the capability to make accurate
predictions of the underlying system dynamics for different inputs, system parameters, boundary
or initial conditions, without accessing the underlying FOM operators. Depending on the avail-
ability of simulation training data and the extent to which the underlying governing equations are
known, different approaches to physics-informed non-intrusive modeling have been presented over
the last two decades such as [59, 47, 50, 32, 42, 62, 56, 10]. Assuming access to state data, there
are projection-based methods that directly infer a reduced-order model (ROM) [59, 47], and also
methods that predict the evolution of the system at the full-order level [57, 62, 50]. In particular,
the methods of Operator Inference (OpInf) [47, 35] and sparse FOM (sFOM) inference [61, 62]
use state data to infer the system operators in a reduced and the full order accordingly, with the
additional assumption of a physics-informed structure of the governing equations.

Projection-based methods offer high online computational efficiency by inferring non-intrusive
models directly at a reduced dimension, for example [1, 47, 67]. Such methods have produced
successful predictions for a variety of large-scale applications [40, 16, 60], while stability of the
inferred non-intrusive ROMs has also been addressed [55, 31, 23]. Projection-based methods are
based on the assumption of an intrinsic low dimensionality of the solution manifold, which makes
their application to systems with slow singular value decay challenging. Homogeneous systems [27],
transport-dominated systems [46, 54], or systems driven by the effect of an input or a nonlinear-
ity [45] can exhibit slow singular value decay. Several methods have been proposed to tackle this
issue focusing on transport-dominated phenomena, via adaptive sampling [46], coordinate trans-
formations [45, 54], or nonlinear manifold projection [18, 22]; however, making predictions for
problems with slow singular value decay remains a challenging task because large reduced orders
are required for accurately projecting the training data, but also because the system dynamics can
evolve beyond the span of the training snapshots.

Analogously to ROMs, studies have investigated the inference of the underlying discretized
FOM operators [61, 57, 39, 21], with a particular focus on enabling reliable predictions through
stability conditions [62, 48]. Performing the inference task at the full-order level weakens the
dependence on the training data compared to projection-based methods and enables predictions
beyond the span of the training snapshot matrix [62, 48]. This aspect is valuable for the accurate
prediction of system dynamics that do not evolve on a low-dimensional manifold – a main restriction
for ROMs – but comes at the high computational cost of inference and simulation at the full-order
level. Hence, such methods are not easily scalable to large-scale applications.

For many large-scale applications, the dynamics that drive slow singular value decay are spa-
tially localized and thus comprise a family of target applications for domain decomposition meth-
ods [38, 11, 8, 17]. In intrusive model reduction, [38] presented one of the first efforts for combin-
ing ROMs with a FOM for a quasi-1D nozzle flow with a parametrically varying shock position.
Several subsequent works have extended the idea of ROM-FOM coupling in different directions.
Namely, [37] focused on a spatially coupled ROM-FOM for a 2D hypersonic flow over a blunt body,
while [65] employed balanced truncation to reduce systems with spatially localized nonlinearities.
The authors in [11] and [8] proposed iterative and explicit schemes, respectively, for the spatial
coupling of a FOM with a Galerkin-free ROM. More recently, approaches for both partitioned,
explicit ROM-FOM coupling [13, 12], as well as implicit coupling via the Schwarz alternating
method [3] have been proposed. An optimization-based domain decomposition strategy for in-
compressible Navier-Stokes was presented in [49] while the authors of [30, 14] focused on intrusive
model reduction with nonlinear manifolds to capture spatially localized dynamics [28, 15].
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Recent works considered the application of domain decomposition techniques also to non-
intrusive MOR. The authors in [68, 69] used localized POD bases, interpolated in time via radial
basis functions and Gaussian process regression, respectively. Spatially localized OpInf models
were considered in [16] to improve prediction accuracy and reduce the computational requirements
for a three-dimensional unsteady rotating detonation rocket engine simulation with 75 million de-
grees of freedom. In a similar direction, [43] employed domain decomposition for coupling local
OpInf models to each other and to first-principle FOMs, utilizing the Schwarz alternating method.
The authors in [29] proposed a space-dependent aggregation of non-intrusive model predictions
comparing different methodologies in aeronautical applications. In the examined contexts, spa-
tially localized ROMs provide advantages over global ROMs although they remain bound to the
limitations of projection-based non-intrusive modeling.

Figure 1: Coupled OpInf-sFOM overview. Left panel: we collect state snapshot data and decom-
pose the spatial domain into an OpInf and an sFOM subdomain. Central panel: we perform the
coupled OpInf and sFOM inference using a novel stability-promoting regularization and postpro-
cess the interface solution. Right panel: we simulate the coupled OpInf-sFOM and evaluate the
predictions.

In this paper, we build upon the property of spatially localized dynamics driving slow singular
value decay in the spirit of [38] to leverage the advantages of a non-intrusive physics-informed ROM
and a non-intrusive physics-informed FOM in a domain decomposition framework. An overview of
the proposed formulation is given in Figure 1. For the subdomain where the dynamics evolve in an
intrinsically low-dimensional space, we employ the OpInf method [47] to learn a physics-informed
non-intrusive ROM, thus achieving high computational efficiency and accuracy. For subdomains
where a reduced basis would be too restrictive, we infer a sparse physics-informed non-intrusive
FOM via the sFOM approach [62, 21]. The resulting, coupled OpInf-sFOM extends the prediction
capabilities of projection-based non-intrusive ROMs while still achieving a proportional computa-
tional speedup with respect to the underlying FOM. To improve the robustness of both models,
we introduce a closed-form stability-promoting regularization strategy based on the Gershgorin
disk theorem. Moreover, we evaluate the ROM and FOM subdomains selection via the gap in
the singular value decay of the corresponding snapshot matrices and achieve solution smoothness
across the OpInf-sFOM interface by a post-processing interpolation step. Since the sFOM infer-
ence is made at the full-order level, the computational cost is crucial for the scalability of the
proposed methodology. We provide quantitative parametric analyses for the offline and online
speedup offered by the OpInf-sFOM formulation to a priori estimate the method’s computational
efficiency. We demonstrate the potential of the OpInf-sFOM approach by making predictions on
two numerical test cases. The first is a one-dimensional Burgers’ equation example, where the cou-
pled OpInf-sFOM enables the accurate prediction of a propagating wave. The second corresponds
to a simplified, 2D parametric model for the Pine Island Glacier ice thickness dynamics. In this
case, the coupled parametric OpInf-sFOM achieves accurate ice thickness predictions for a range of
input parameters over a period of 20 years, using 15 years of simulation data for the two extreme

3



parameter values for training.
The remainder of this work is organized as follows. Section 2 presents the OpInf and sFOM

methods. Section 3 discusses the coupled OpInf-sFOM formulation, solution smoothness across the
subdomains interface, and the stability-promoting Gershgorin regularization. An analysis of the
offline and online computational cost of the proposed methodology is given in Section 4. The two
numerical test cases along with a discussion on the prediction accuracy are presented in Section 5.
Finally, in Section 6 we give concluding remarks and potential future research directions.

2 Theoretical background: Inferring reduced and full-order
models

The developed methodology comprises a spatial coupling between two non-intrusive modeling
methods. On spatial subdomains where the system dynamics can be well approximated within a
low-dimensional manifold, we employ OpInf [47]. On spatial subdomains where the projection to
a low-dimensional manifold is not sufficiently accurate, such as transport-dominated regions, we
use sFOM inference [61, 62]. We briefly present these two physics-based, non-intrusive methods.

2.1 State access and physics-informed governing equations

Both methods build upon two common pillars. First, access to state data is required. We denote
the state vector by x(t) ∈ Rn and the input vector by u(t) ∈ Rk, where n is the state dimension
and k is the input vector dimension. Given data for x(t) and u(t) for timesteps {t1, ..., tnT

}, we
construct a state snapshot matrix X ∈ Rn×nT and an input snapshot matrix U as

X =
[
x(t1) . . . x(tnT

)
]
, U =

[
u(t1) . . . u(tnT

)
]
. (1)

Second, both approaches fall in the category of physics-informed non-intrusive modeling, that
is they rely on a priori knowledge of physical laws that govern, exactly or approximately, the
system dynamics. This defines a mathematical structure for the underlying discretized model, the
dynamics of which we aim to infer. As a prototype, we showcase a quadratic system structure

dx

dt
= Ax(t) +H(x(t)⊗ x(t)) +Bu(t) + c. (2)

Although the model operators A ∈ Rn×n,H ∈ Rn×n2

,B ∈ Rn×k, c ∈ Rn are unknown, the
structure of the discretized dynamical model is fixed. The two methods are presented in the
following subsections, illustrating the two different perspectives building upon this common starting
point.

2.2 Operator Inference

OpInf infers a non-intrusive ROM that encodes the dynamics of a system, given state and input
snapshots as well as the governing equations structure [47, 40].

Starting from (1), we construct a low-dimensional, linear basis by performing the singular value
decomposition (SVD) of the snapshot matrix X, that is

X = ΦΣΨ⊤, (3)

where Φ ∈ Rn×n is the orthonormal matrix formed by the left singular vectors, Σ ∈ Rn×n is the
diagonal matrix of the singular values in non-increasing order, and Ψ ∈ Rn×nT is the orthonormal
matrix formed by the right singular vectors. Depending on the singular value decay of X, we
truncate the first r ≪ n left singular vectors in Φ. The matrix of the first r columns of Φ,
V ∈ Rn×r, spans a low-dimensional subspace onto which x(t) can be projected, leading to a

reduced snapshot matrix X̂ = V⊤X. This orthonormal matrix is optimal with respect to the
L2 error committed by projection VV⊤x(t) [64], however, other strategies for constructing low-
dimensional bases have been proposed, for example quadratic manifolds [18] or autoencoders [22].
In the following, we refer to the matrix V as the reduced basis.

The Galerkin projection of the FOM (2) using the reduced basis V leads to the ROM structure
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dx̂

dt
= Âx̂(t) + Ĥ(x̂(t)⊗ x̂(t)) + B̂u(t) + ĉ, (4)

with x̂(t) ∈ Rr. The full-order state x(t) can then be approximated as x(t) ≈ Vx̂(t).

Using the projected state and input snapshot data, system operators Â ∈ Rr×r, Ĥ ∈ Rr×r2 , B̂ ∈
Rr×k, ĉ ∈ Rr, are then inferred by solving the least-squares (LS) problem

min
O

∥∥∥∥∥OD − dX̂

dt

∥∥∥∥∥
2

F

, (5)

with

O =
[
Â, Ĥ, B̂, ĉ

]
, D =


X̂

X̂⊙ X̂
U

1̂

 , (6)

where ⊙ signifies the Khatri-Rao product (columnwise Kronecker product, for each projected

snapshot x̂(ti) = V Tx(ti)) and we assume that the state time derivative data dX̂
dt are available or

can be accurately computed via a chosen numerical scheme from the state data.
We here emphasize that equation (5) is solved in the reduced dimension r and admits a closed-

form solution, making the method computationally efficient, even for large-scale applications [40,
16].

The inference of O in (5) allows us to use (4) for predicting the system dynamics for initial
conditions or input values other than those used to produce the training data in (1). However, all
predictions made by inferred models within a projection-based framework are by definition bound
to the basis V and thus the span of the training snapshots. This fact can pose a limitation for
accurate ROM predictions of systems with slow singular value decay, such as transport-dominated
systems [46].

2.3 Sparse Full-Order Model Inference

The sFOM method [62] infers the numerical stencil coefficients for each degree of freedom (DOF) in
x(t) for systems with operators that act locally [1, 61], given available data in (1), while assuming
a physics-based structure from (2) and an available mesh. This leads to the inference of an
adjacency-based sparse FOM which interprets the system dynamics [20, 21].

To derive the sFOM learning problem, we focus on the governing equation for each entry xi(t)
of x(t) individually for i = 1, . . . , n: Restricting (2) to the i-th row, we obtain

dxi

dt
(t) =

n∑
j=1

Ai,jxj(t) +

n2∑
j=1

Hi,j(x(t)⊗ x(t))j +

k∑
j=1

Bi,juj(t) + ci. (7)

Assuming an adjacency-based sparsity structure of the full-order operators, Ai,j can be non-zero
only if the j-th DOF xj is identical or geometrically adjacent to xi. We denote this set of indices
by Qi ⊂ {1, . . . , n}. By the same argument, Hi,j is non-zero only for indices j operating on
interactions between DOFs in Qi. We denote this set of indices by Ei ⊂ {1, . . . , n2}. The sparsity
structure of B depends on the input u(t) ∈ Rk; to account for both sparse and dense matrices B,
we denote the set of non-zero entries of Bi,: by Li ⊂ {1, . . . , k}. With these definitions of the index
sets Qi, Ei, Li and with Ai,Qi ∈ R1×|Qi|,Hi,Ei ∈ R1×|Ei|,Bi,Li ∈ R1×|Li| denoting the restriction
of A,H,B onto the i-th row and only those columns with index in Qi, Ei, Li, the summations in
(7) collapse to

dxi

dt
(t) =

∑
j∈Qi

Ai,jxj(t) +
∑
j∈Ei

Hi,j(x(t)⊗ x(t))j +
∑
j∈Li

Bi,juj(t) + ci

= Ai,Qi
xQi

(t) +Hi,Ei
(xQi

(t)⊗ xQi
(t)) +Bi,Li

uLi
(t) + ci,

(8)

where we have used that (x(t)⊗ x(t))Ei
= xQi

(t)⊗ xQi
(t) by definition of the set Ei. We further

condense (8) to
dxi

dt
(t) = f⊤Qi

(t)βi (9)
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through the auxiliary variables

fQi
(t) =


xQi

(t)

xQi
(t)⊗ xQi

(t)

uLi
(t)

1

 , βi =


A⊤

i,Qi

H⊤
i,Ei

B⊤
i,Li

ci

 . (10)

In a non-intrusive setting, the operators A,H,B, c (2) are not accessible, and the numerical
stencil vector βi is thus unknown. However, formulation (10) can be used to infer the operators
in (2), assuming an adjacency-based sparsity pattern, and allows to directly encode Dirichlet
boundary condition information. Considering the adjacency-based sparsity pattern for operators
A,H,B, c dramatically reduces the number of entries to be inferred for a FOM. We write the LS
problem analogously to (5) as

min
βi

∥∥∥∥β⊤
i Di −

dX

dt

∣∣∣∣
i

∥∥∥∥2
2

, (11)

where
Di =

[
fQi

(t1), . . . , fQi
(tnT

)
]
∈ Rki×nT , (12)

is the matrix of auxiliary variable data corresponding to the ki geometrically adjacent DOFs to
DOF i, dX

dt

∣∣
i
∈ R1×nT is the time derivative vector of DOF i and βi ∈ Rki is the vector of unknown

numerical coefficients. Equation (11) corresponds to the inference of the i-th row of the operators
in (2), given an adjacency-based sparsity pattern. In the special case where the mesh is uniform,
data from multiple internal DOFs of the computational domain can be concatenated to (12) and
to the dX

dt

∣∣
i
vector.

The argument of sparsity practically enables inference of the operators at the full-order level,
since the computational cost of solving (11) for every DOF i is independent of the FOM dimension.
However, since the total sFOM computational cost scales linearly with the FOM dimension, it is
significant for large-scale applications with millions of DOFs. Moreover, the additional requirement
of retrieving adjacency information for the system states is not always trivial in cases of proprietary
software data. On the other hand, working at the full-order level potentially allows for predictions
beyond the space spanned by the training snapshot matrix (1), since the inferred model is not
bound to a fixed projection basis. As shown below, this property can be proven useful in systems
exhibiting slow singular value decay.

3 Domain decomposed ROM/FOM formulation

The proposed methodology couples a non-intrusive ROM obtained via OpInf with a non-intrusive
FOM obtained via sFOM, using domain decomposition. The formulation leverages the predictive
capabilities of sFOM for subdomains where the system dynamics exhibit localized features linked to
slow singular value decay, with the computational efficiency and accuracy of OpInf for subdomains
where dynamics evolve on an intrinsically low-dimensional manifold. In this section, we formu-
late the coupled problem and discuss aspects of computational cost, ROM and FOM subdomain
selection, solution continuity, and stability-promoting regularization.

3.1 Non-intrusive ROM/FOM formulation via domain decomposition

We infer a coupled non-intrusive ROM/FOM by splitting the computational domain into two
subdomains. (5) is solved in the ROM subdomain and (11) is solved in the FOM subdomain.
Additional input terms arise for both OpInf and sFOM from the coupling of the dynamics on the
two subdomains.

3.1.1 ROM/FOM state vector splitting

Without loss of generality, we assume that the state vector x(t) ∈ Rn is ordered as

x(t) =

[
xR(t)
xF(t)

]
, (13)
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where xR(t) ∈ RnR is the vector of DOFs in the subdomain attributed to the ROM and xF(t) ∈ RnF

is the vector of DOFs in the FOM subdomain. Snapshot matricesXR ∈ RnR×nT andXF ∈ RnF×nT

are assembled in accordance to (1).
We then compute a reduced basis for the ROM subdomain from the snapshot matrix of xR(t).

Following the exposition in Section 2.2, we denote the reduced basis for the ROM subdomain by
VR ∈ RnR×r and the corresponding projected snapshot matrix by X̂R, such that we can write

x(t) ≈
[
VRx̂R(t)
xF(t)

]
. (14)

We then substitute (14) into the physics-informed structure for the dynamical evolution of x(t).
This leads to a physics-informed, coupled ROM-FOM structure, which we aim to learn via OpInf
and sFOM.

A critical aspect of the decomposition problem in (14) is the selection of the ROM and FOM
subdomains. In this study, we limit ourselves to an a priori selection of the OpInf and sFOM
subdomains. For this selection, we monitor the singular value decay of the data in both subdomains,
such that the decay in the sFOM subdomain is slower than that in the OpInf subdomain. This
is done by inspecting the training data and identifying regions where phenomena linked to slow
singular value decay arise, such as transport-dominated dynamics or localized nonlinearities. These
regions are then assigned to the sFOM subdomain. An adaptive update of the ROM and FOM
subdomains based on an a posteriori error estimator is left as a future research endeavour.

3.1.2 Linear autonomous systems

For ease of exposition, we first consider the model structure in (2) with only a linear term

dx

dt
= Ax(t), (15)

By employing (14) in (15) and considering the Galerkin projection of xR(t), we obtain
dx̂R

dt
= ARRx̂R(t) +ARFxF(t)

dxF

dt
= AFFxF(t) +AFRx̂R(t),

(16)

where ARR ∈ Rr×r, ARF ∈ Rr×nF , AFF ∈ RnF×nF and AFR ∈ RnF×r. The first letter of the
linear matrix subscript denotes the (ROM or FOM) model to which it refers and the second letter
denotes the (ROM or FOM) vector with which it is multiplied. We observe that (16) is a two-way
coupled system with a linear coupling input term in each subsystem.

The splitting of the linear matrix A is sketched in Figure 2. Figure 2 indicates that the coupling
input from the FOM to the ROM originates from the subset I of FOM DOFs located in the vicinity
of the subdomains’ interface, xI(t) ∈ RnI , where nI ≪ nF. Hence, the term ARFxF(t) is simplified
to ARIxI(t), where ARI ∈ Rr×nI . We employ OpInf for the inference of the x̂R(t) dynamics and
sFOM for the inference of the xF dynamics in (16). The coupled inference problem then reads as

min
OR

∥∥∥∥∥ORDR − dX̂R

dt

∥∥∥∥∥
2

F

min
βi

∥∥∥∥β⊤
i DFi

− dXF

dt

∣∣∣∣
i

∥∥∥∥2
2

, ∀i ∈ [1, . . . , nF ] ,

(17)

with

OR =
[
ARR, ARI

]
, DR =

X̂R

XI

 , βi =

A⊤
FFi,Qi

A⊤
FRi,:

 , DFi
=

XFQi

δIiX̂R

 ,

where OR ∈ Rr×(r+nI), DR ∈ R(r+nI)×nt , βi ∈ RnQi
+r and DFi

∈ R(nQi
+r)×nt and the Kronecker

delta δIi is introduced to signify that the coupling FOM/ROM terms are active only for DOFs i in
the vicinity of the interface i ∈ I.

7



We hereby mention two potential variations to the formulation in (17). First, we note that
for the OpInf problem (the first line in (17)), an input term with only a subset of the nI sFOM
DOFs could be considered, to reduce the dimension of OR. Secondly, the sFOM inference could be
performed without explicitly using the OpInf vector for AFRx̂R(t). Instead, AFR can be computed
in a two-step process: first infer an input term at the full-order level from the data of adjacent
DOFs of i ∈ F that belong to the OpInf subdomain and then project it to the ROM basis. The
input from the ROM to the FOM is then given by the corresponding rows of VX̂R. This reduces
the size of βi and bypasses potential scaling issues between X̂R and XF for the numerical solution
of (17).

A =

nR nF

nR

nF

Domain

decomposition

Projection

r nF

r

nF AFF

ARF

ARR

AFR

Figure 2: Schematic representation of ROM/FOM domain decomposition for linear operator A.
A is assumed to be sparse. Projecting the first nR DOFs to a ROM and maintaining nF DOFs at
the FOM level results in a coupled structure, with a dense ARR ∈ Rr×r, a sparse AFF ∈ RnF×nF ,
and two coupling operators AFR ∈ RnF×r and ARF ∈ Rr×nF . We learn these operators via (17).

3.1.3 Nonlinear systems

For systems with higher order polynomial nonlinearities, the exposition becomes more involved
since more coupling terms arise from the ROM-FOM decomposition. Following an analogous
approach to (16), we split the state vector and the input vector in (2) into ROM and FOM
components. The resulting coupled system for a model with quadratic nonlinearity, reads as



dx̂R

dt
= ARRx̂R(t) +ARFxF(t) +HRRR(x̂R(t)⊗ x̂R(t)) +HRFF(xF(t)⊗ xF(t))+

+HRRF(x̂R(t)⊗ xF(t)) +BRuR(t) + cR,

dxF

dt
= AFFxF(t) +AFRx̂R(t) +HFFF(xF(t)⊗ xF(t)) +HFRR(x̂R(t)⊗ x̂R(t))+

+HFFR(xF(t)⊗ x̂R(t)) +BFuF(t) + cF.

(18)

As in (16), the first letter in the matrix subscript denotes whether the matrix corresponds to the
FOM (F) or the ROM (R). For H, the last two letters denote the first and second vector of the
Kronecker product, hence HRRF and HFFR introduce bilinear coupling terms for the ROM and
the FOM, accordingly. Equation (18) shows that for a system with quadratic nonlinearity, the
coupling terms that arise are linear, bilinear and quadratic. Corresponding coupling terms appear
for systems with polynomial nonlinearities of higher order. For the quadratic case, the operators
in (17) are as follows:
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OR =



A⊤
RR

A⊤
RI

H⊤
RRR

H⊤
RII

H⊤
RRI

B⊤
R

c⊤R



⊤

, DR =



X̂R

XI

X̂R ⊙ X̂R

XI ⊙XI

X̂R ⊙XI

UR

1̂R


, βi =



A⊤
FFi,Qi

A⊤
FRi,:

H⊤
FFFi,Ei

H⊤
FRRi,:

H⊤
FFRi,Gi

B⊤
Fi,Li

cFi


, DFi

=



XFQi

δIiX̂R

XFQi
⊙XFQi

δIiX̂R ⊙ X̂R

δIiXFQi
⊙ X̂R

UFLi

1F


.

Analogously to the linear case (16), we simplify the OpInf coupling operators, by using the FOM
DOFs in the vicinity of the interface, denoted by I. The Kronecker delta δIi is introduced for the
coupling terms in sFOM inference. Entries Ei correspond to the combinations of DOFs Qi, while
Li includes any geometrically adjacent input DOFS to i. Entries Gi of HFFR result from the
combinations of DOFs Qi with the r OpInf DOFs. The dimensions of the matrices and vectors in
(3.1.3) are

OR ∈ Rr×(r+nI+r2+n2
I+r×nI+kR+1),

DR ∈ R(r+nI+r2+n2
I+r×nI++kR+1)×nT ,

βi ∈ R(nQi
+r+nEi

+r2+nGi
+nLi

+1),

DFi
∈ R(nQi

+r+nEi
+r2+nGi

+nLi
+1)×nT .

The non-unique DOFs in the polynomial operator entries can be eliminated due to the Kronecker
product permutations. For instance, the unique DOFs of HRRR are r(r + 1)/2 out of the total r2

columns of the matrix.
Finally, we note the possibility of eliminating terms in either the OpInf or the sFOM structure

of (18) based on the system dynamics in either subdomain. For example, in incompressible fluid
dynamics problems, the linear viscosity term is mainly active in the flow boundary layer, while it
is theoretically negligible in the inviscid far field [58].

3.1.4 ROM/FOM interface solution smoothness

As presented in Section 2.2, the OpInf model is bound to the space spanned by basis VR, while the
inferred sFOM operates at the full-order level. Hence, even after successful inference on both sides,
the spatially coupled solution could be insufficiently smooth across the ROM/FOM interface.

To alleviate this issue, we select overlapping FOM and ROM subdomains (see Figure 3) and
set the coupling DOFs for either side of (17) accordingly. As a post-processing step of the coupled
OpInf-sFOM predictions, we interpolate the solution in the overlap region (see Figure 3). The
interpolation is performed in a similar fashion to the post-processing interpolation proposed in
[16], where the state at the overlap region between two subdomains is computed as a weighted
linear combination of the reconstructed predictions made by the respective non-intrusive models.
Alternatively, a bilinear interpolation between the ROM and sFOM values at the interface bound-
aries, z = a, z = b (z denoting the spatial coordinate) can be readily applied to problems with
a narrow overlap region without significant loss of accuracy. This has been found sufficient for a
smooth overlap solution in the later presented 2D test case.

3.2 Stability-promoting regularization

The resulting OpInf (11) and sFOM (5) LS problems are often badly conditioned and thus, we
complement them with a regularization term [40, 16, 20, 48]. In this section we propose a stability-
promoting variant of the L2 regularization strategy based on the Gershgorin disk theorem that has
a closed-form solution, for both OpInf and sFOM inference.
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Figure 3: Schematic of solution interpolation across the ROM/FOM interface (shown for 1D
problems). A transition from the reprojected ROM solution to the FOM solution is ensured
by a post-processing interpolation over the overlap region z ∈ [a, b].

3.2.1 Gershgorin disks connection to L2 regularization

The most widely used type of regularization, for both the OpInf (5) and the sFOM (11) LS
problems, is a Tikhonov or L2 regularization, which penalizes the L2 norm of the operators. For
the coupled OpInf-sFOM in (17) this is written as

min
OR

∥∥∥∥∥ORDR − dX̂R

dt

∥∥∥∥∥
2

F

+ ηR ∥OR∥2F ,

min
βi

∥∥∥∥β⊤
i DFi

− dXF

dt

∣∣∣∣
i

∥∥∥∥2
2

+ ηi ∥βi∥22, ∀i ∈ [1, . . . , nF ] ,

(19)

where ηR and ηi are weighting the regularization term in either LS problem. (19) admits a closed-
form solution, however the resulting OpInf or sFOM is sensitive to regularization, rendering the
selection of η values crucial for successful inference [20, 40, 4]. We briefly summarize the selection
approach based on an L-curve criterion [26], where either LS problem in (19) is solved for different
η values. The value for which the (either OpInf or sFOM) L2 error in (17) and the corresponding
solution norm are leveraged in terms of a Pareto front selection criterion, qualifies as the optimal
η. The regularization of the LS solution norm is not always uniform. Depending on the system
structure in (18), the solution entries correspond to different terms of the dynamical system and
thus the regularization of their Frobenius norm should be accordingly scaled [55, 40].

From a numerical linear algebra viewpoint, the L2 regularization term reduces the condition
number of the data matrix in (19) [64]. Conversely, from a dynamical systems viewpoint, the
inclusion of the L2 regularization term in (19) can be interpreted as a prior expectation that the
norm of the inferred operators should not be arbitrarily large. We focus on this second viewpoint
and establish the connection between the L2 regularization term in either LS problem of (19) and
the loci of the inferred linear operator eigenvalues via the Gershgorin disk theorem [19].

For ease of exposition, we consider an autonomous linear system as in (15). We first briefly
state the Gershgorin disk theorem for the linear operator A. Denoting the entries of a matrix
A ∈ Rn×n as Ai,j , an upper bound on the locus of the k-th eigenvalue of A is given by

|λk −Ai,i| ≤
∑
j ̸=i

|Ai,j | , for some i ∈ {1, . . . , n}. (20)

The eigenvalue λk lies in at least one of the Gershgorin disks, with the disk center being the
diagonal entry Ai,: and the disk radius being the r.h.s term of (20). By relaxing the upper bound
of (20) we get

|λk −Ai,i| ≤
∑
j ̸=i

|Ai,j | ≤
∑
j

|Ai,j | = ∥Ai,:∥1 ≤
√
n ∥Ai,:∥2︸ ︷︷ ︸

Cauchy-Schwarz inequality

, for some i ∈ {1, . . . , n}. (21)
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From an inference viewpoint, (21) shows that by penalizing the L2 norm of the rows of A in (19),
we restrain an upper bound of the corresponding Gershgorin disk radii where the eigenvalues of A
lie. We write (21) for each linear system inference task in (17). For OpInf, we get∣∣λk −ARRi,i

∣∣ ≤ √
r
∥∥ARRi,:

∥∥ , for some i ∈ {1, . . . , r}, (22)

while for sFOM, (21) is written as∣∣λk −AFFi,i

∣∣ ≤ √
nQi

∥∥AFFi,Qi

∥∥ , for some i ∈ {1, . . . , nF }. (23)

This establishes a connection between the Gershgorin disks radii of the inferred OpInf and
sFOM linear operator in (22) and (23) and the L2 regularization terms employed for performing
inference via (19). Based on this observation, we propose a variant of the L2 regularization that
promotes the stability of the inferred OpInf and sFOM linear operator and has a closed-form
solution.

3.2.2 Gershgorin regularization

A linear dynamical system, as (15), is asymptotically stable if all the eigenvalues of A lie in the
left semi-plane, i.e.,

Re(λk) < 0, ∀ k ∈ {1, . . . , n}. (24)

Although the L2 regularization (19) has been successful in many applications, inferred dynam-
ical systems are often unstable. This can be explained in terms of (21) for an autonomous linear
system (15). The L2 regularization of (19) restrains the loci of eigenvalues λ towards the origin
of the complex plane, with no directionality towards the left semi-plane. For this reason, many
studies have proposed modifications of the LS problem to obtain stable non-intrusive linear ROMs
or FOMs by regularization scaling and post-processing [55], constrained optimization [48] or a
nonlinear LS formulation [23].

We leverage expression (21) to propose a regularization strategy for each inference task in (17),
that promotes stability of the inferred linear operator, while admitting a closed-form solution.
Essentially, we would like not only to restrain the Gershgorin disk radii but also to drive the disk
centers to the left complex semi-plane. In this way, we promote eigenvalues with a negative real
part, as dictated by (24). It should be noted that the strong stability enforcement by the Gershgorin
theorem as in [48] is a sufficient but not necessary stability condition for a linear operator A.

We follow the notation used in sFOM (11), and note that the exposition for OpInf in (5) follows
analogously. Specifically, we focus on (16), and complement the L2 regularization for the sFOM
problem with one more term which penalizes the diagonal entries of A. By regularizing the L2

norm of the LS solution, we penalize the norm of the i-th row of the linear operator, which accounts
for restricting the upper bound of the i-th Gershgorin disk radius, according to (23). Adding a
penalization term for the inferred diagonal entry Ai,i accounts for driving the Gershgorin disk
center towards the left complex semi-plane according to (21), thus introducing a “directionality”
of the regularization for the loci of the linear operator eigenvalues towards the left semi-plane. The
resulting LS formulation is written as

min
βi

(∥∥∥∥β⊤
i DFi

− dXF

dt

∣∣∣∣
i

∥∥∥∥2
2

+ η1i ∥βi∥22 + η2iβim

)
, βi =

[
A⊤

FFi,Qi

A⊤
FRi,:

]
, (25)

where βim = AFFi,i and η2i is a corresponding weighting factor.
Formulation (25) can be easily incorporated into existing LS solvers since it admits the closed-

form solution

(
DFiD

⊤
Fi

+ η1iI
)
βi = DFi

dXF

dt

∣∣∣∣⊤
i

− η2iem, (26)

where em is the unitary vector such that eTmβi = AFFi,i
.

Considering η2i = 0 results in the typical Tikhonov regularization in (19). By introducing
η2i > 0, formulation (25) is a stability promoting L2 regularization variant which encourages
the inference of linear operators with eigenvalues on the left complex semi-plane. A schematic
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Figure 4: The effect of the Gershgorin L2 regularization on the eigenvalues of an inferred linear
operator. From left to right, we increase the factor η1 ≥ 0, corresponding to Tikhonov (or L2)
regularization. This can be interpreted as a stronger penalization of the Gershgorin disk radii of the
inferred linear operator. From bottom to top, we increase the factor η2 ≥ 0 and promote negative
values for the diagonal entries of the linear operators. The introduced Gershgorin regularization
in (26) combines both η1 and η2 terms.

representation of the effect of terms η1 and η2 to the inferred linear operator eigenvalues is given
in Figure 4.

For nonlinear problems, the expositions in (25) and (26) hold for the system’s linear operator
(the entries of em are 0 for the nonlinear terms). For example, in quadratic systems, the stability
of the linear term is promoted via (25) and the quadratic term is regularized as in [20], since
regularizing the norm of the quadratic matrix is known to promote stability [34]. As indicated
by Figure 4, depending on the η1 and η2 values, the proposed regularization encourages stability of
the linear operator, thus allowing to also accommodate dynamical systems with inherently unstable
linear operators [58]. Furthermore, we note that stability of both the sFOM and the OpInf models
in (16) promotes, but does not guarantee, stability of the two-way coupled system (see Figure 2).
However, in practice, Gershgorin regularization has proven to be valuable for assisting the inference
of both robust sFOM, as well as OpInf models. This is showcased in both numerical test cases in
Section 5.

4 Computational cost analysis

Since the OpInf-sFOM approach includes full-order information to build a locally accurate ROM,
we investigate its offline and online computational cost. Although spatially localized, the sFOM
inference is performed at the full-order level. Hence, we present a quantitative parametric analysis
of the offline and online computational efficiency of the coupled OpInf-sFOM method with respect
to the size of the sFOM subdomain and the achievable reduction through OpInf. This analysis
reveals the applicability and efficiency of the presented approach for the inference of a given system.

4.1 Asymptotic offline computational cost

The main contributor for the sFOM-OpInf offline cost is solving the OpInf and sFOM LS inference
problems in (17) which asymptotically scale as O(nTm

2), where nT is the number of training
snapshots and m is the number of unknowns. This assumes that there are more equations than
unknowns (nT ≫ m) [64]. For the sFOM inference in (11), we consider s adjacent DOFs for any
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DOF i and a model polynomial order k. Then the number of unknowns m scales as m ∝
(
s+1
k

)
,

with a leading polynomial term equal to sk

k! . Based on the above, we conclude that the leading
term for the sFOM offline cost is

Coff
sFOM ≈ nF

(
sk

k!

)2

nT , (27)

since nF LS problems need to be solved in (11).
For OpInf, we consider the LS problem in (5) where m scales as m ∝

(
r+nI+1

k

)
. Analogously to

the sFOM computation, the OpInf offline computational cost scales as

Coff
OpInf ≈ r

(
(r + nI)

k

k!

)2

nT , (28)

since the information from the nI sFOM DOFs are encoded as an input term to the OpInf model.
The corresponding cost of a global OpInf model with dimension rg and the cost of a global sFOM
for all n DOFs would scale as

Coff
OpInfg

≈
r2k+1
g

k!2
nT , Coff

sFOMg
≈ n

(
sk

k!

)2

nT , (29)

To compare how the computational cost of the coupled OpInf-sFOM approach scales with re-
spect to a global sFOM or a global OpInf model, we take the ratio of the corresponding expressions.
This results in

Coff
OpInf−sFOM

Coff
OpInfg

≈
[
nF

r

(s
r

)2k
+
(
1 +

nI

r

)2k](rg
r

)−2k−1

, (30)

and correspondingly

Coff
OpInf−sFOM

Coff
sFOMg

≈ nF

n
+

r

n

(
1 +

nI

r

)2k (s
r

)−2k

. (31)

The nI DOFs close to the OpInf-sFOM interface scale as nI ∈ O
(
nd−1
F

)
, where d is the spatial

dimension of the problem (e.g., d = 3 for a 3D problem). We can then compute the offline
computational cost ratios in (30) and (31) for families of problems with a given polynomial nonlinear
order k and a given spatial dimension d. We consider typical values for s and r, with s ∈ O

(
3d
)

(for a 3-point stencil in 1D) and r ∈ O(10).
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Figure 5: Asymptotic offline speedup estimates for linear 2D problems. Left panel: contours of
offline cost ratio of global sFOM over coupled OpInf-sFOM approach. Right panel: contours of
offline cost ratio of global OpInf over coupled OpInf-sFOM approach. The coupled OpInf-sFOM
cost decreases for a contracting FOM subdomain and a reducible ROM subdomain.

In Figure 5, the asymptotic offline speedup of the coupled approach in (17) with respect to
the global sFOM cost in (11) and the global OpInf cost in (5) is given for linear 2D problems.
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The main observation in both graphs is the increasing cost benefit of the coupled approach for
smaller FOM subdomains and smaller ROMs. The coupled approach is more cost-effective if the
dynamics related to slow singular value decay are localized while the dynamics on the rest of the
domain can be embedded into a low-dimensional space. (30) and (31) provide insight into the
cost benefit of the coupled approach for any given problem parameters (k, d, s, r). Although this
analysis does not consider the prediction accuracy, the quantities in Figure 5 can be estimated
by problem-specific criteria. For example, a value for the dimension ratio of global to local OpInf
basis – on the x-axis of the right panel in Figure 5 – could be estimated from the corresponding,
snapshot data normalized singular value decay, for a given projection error threshold.

4.2 Online cost considerations

During the online phase, the computational cost is due to the matrix-vector multiplications for the
computation of the time derivative in (18) and the selected time integration scheme. To estimate
the online cost speedup of the OpInf-sFOM in comparison to a FOM code, we analyze the case in
which the model integrated in time by the FOM code is explicitly known and of the form in (2), and
the operators have the same sparsity pattern as that employed for OpInf-sFOM. In practice, for
many demanding applications (e.g., in CFD codes) the operators are not explicitly formed, while
features such as limiters, look-up tables, and iterative and stabilization schemes are employed [16].
We also consider the case where the FOM code uses the same time integration scheme as the
OpInf-sFOM model in (18). Though the implementation of the FOM code may practically vary
from the setup analyzed here, the above considerations provide a reasonable baseline for an online
computational cost comparison.

Following the same asymptotic analysis as in Section 4.1 for the leading term of the matrix-
vector multiplication cost, we get an estimate of the scaling of the online sFOM-OpInf cost as well
as the FOM cost as

Con
sFOM ≈ nF

sk

k!
nt, Con

OpInf ≈ r
(r + nI)

k

k!
nt, Con

FOM ≈ n
sk

k!
nt. (32)

We can then write the ratio of the OpInf-sFOM over the FOM online cost as

Con
OpInf-sFOM

Con
FOM

≈ r

n

(
r + nI

s

)k

+
nF

n
. (33)

The expression in (33) indicates an almost inversely proportional relation between the achieved
online speedup and the relative size of the sFOM subdomain nF/n. This is intuitively expected
since computations on the sFOM subdomain are performed at the FOM level. An additional
term arises from the OpInf model, where coupling sFOM DOFs also appear. For given problem
parameters d, k and selecting typical values for s and r, we can draw curves on the expected
speedup with respect to the sFOM size and the non-dimensional reduction achieved for OpInf
(r/n). Figure 6 shows the curves for linear (k = 1) two-dimensional (d = 3) problems.

5 Numerical results

We apply the coupled OpInf-sFOM formulation in (17) using the Gershgorin regularization intro-
duced in Section 3.2.2 for two test cases. The first is an illustrative example of a 1D Burgers’
equation with periodic boundary conditions, for which a coupled, quadratic OpInf-sFOM model is
inferred. The second test case is a weakly nonlinear 2D model for the ice thickness dynamics of
the Pine Island Glacier.

5.1 1D Burgers’ equation

The 1D Burgers’ equation with periodic boundary conditions reads as
∂w

∂t
− cw

∂w

∂z
− ν

∂2w

∂z2
= 0,

w(z = 0) = w(z = L),

w(t = 0) = w0(z).

(34)
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Figure 6: OpInf-sFOM online speedup compared to FOM, with respect to sFOM subdomain size
and OpInf dimension, for 2D, linear problems with a 3-point numerical stencil along each spatial
coordinate. As the sFOM subdomain size increases, the computational gain decreases toward 1.
For smaller OpInf dimensions, the obtained speedup is increased.

where c denotes the advection speed, ν denotes the kinematic viscosity and L is the length of the
domain along z. We discretize (34) in space and time with ∆z = 2× 10−2, ∆t = 2.5× 10−2s and
choose c = 0.5, ν = 10−2, L = 10, and overall simulation time of T = 18 s. The initial condition is

w0(z) = exp
{
− (z−L/2)2

1.2

}
+0.1 cos(2πz/L)+0.1 cos(4πz/L), corresponding to a Gaussian centered

at z = L/2 with periodic small-amplitude disturbances and therefore the main dynamical feature
of the system is a traveling wave towards z = L. The simulation is performed via the Fast Fourier
Transform (FFT) method in [9] and a data matrix X ∈ R500×720 is assembled.

Due to the selected initial condition, the region z ∈ [5, 10] is expected to exhibit transport-
dominated dynamics, and thus a slow singular value decay. Indeed, using the training data for the
first 9 s, we observe a significant gap in the singular value decay rate between the data in z ∈ [0, 5)
and those in z ∈ [5, 10]. We therefore accordingly assign these subdomains to OpInf and sFOM. We
proceed to apply the OpInf-sFOM (17) with the Gershgorin regularization in (25). The underlying
discretized model for (34) has a quadratic nonlinearity due to the advection term (equation (2)
with T and all higher order terms equal to zero). Hence, the coupled OpInf-sFOM structure is the
one in (18), with quadratic nonlinearity and B = 0, c = 0.

For the OpInf subdomain in z ∈ [0, 5), a reduced dimension r = 10 captures more than
99.9% of the system energy and is sufficient for an accurate ROM. We compute the optimal
regularization values for OpInf via an L-curve criterion, by testing 20, logarithmically spaced
values ηOpInf

1 ∈
[
10−3, 100

]
. Since the linear and quadratic operators scale differently [40], we

penalize the quadratic term with a factor of 200× ηOpInf
1 . For the Gershgorin penalization in (25),

we find that a factor of ηOpInf
2 = 0.05 × ηOpInf

1 produces accurate results, and thus we compute
only one L-curve with respect to the values of η1. All eigenvalues of the resulting ARR are on the
left complex semi-plane, as indicated by Figure 8.

For the sFOM subdomain in z ∈ [5, 10], we use a sparsity pattern with a 3-point stencil. Since
the 1D mesh is uniform, we solve (11) for each i by concatenating data from 5 randomly selected
sFOM DOFs. Analogously to OpInf, we choose an optimal regularization parameter via an L-curve
criterion, by testing 20 logarithmically spaced values ηsFOM

1 ∈
[
10−3, 10−8

]
. A penalization of the

quadratic term with values 10 × ηsFOM
1 and a penalization of the linear operator diagonal entries

with values ηsFOM
2 = 50×ηsFOM

1 are set. After the optimization of η1 via the L-curve, the resulting
linear operator AFF is stable. The eigenvalues of AFF and the corresponding Gershgorin disks
in (20) are given in Figure 9.

The predictions made by the OpInf-sFOM model are presented in Figure 9. Even though the
discontinuity forms and propagates in a region beyond the one of the training regime, inferring an
sFOM for z ∈ [5, 10] allows for an accurate prediction of the dynamics. On the contrary, projecting
the FOM to a global basis computed by the training regime data is by definition insufficient for
capturing this advective pattern, since it lies beyond the span of the training snapshot matrix X.
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Figure 8: Eigenvalues and Gershgorin disks for
the inferred OpInf and sFOM linear operators
AFF and ARR in (17). Employing the intro-
duced regularization in (25) for the linear OpInf
and sFOM terms
leads to stable linear operators. We observe

that the sFOM inference retrieves a symmetric
negative definite matrix AFF, which is in line
with the underlying, diffusive linear operator

(see (34)).

In parallel, inferring an OpInf model for z ∈ [0, 5) allows for a 25× reduction of the DOFs on
that subdomain. Therefore, the online speedup factor is ∼ 1.22 in (33) relative to the FOM code.
A parametric study of the effect of the OpInf-sFOM interface position on the properties of the
inferred, coupled system is given in A.

Figure 9: OpInf-sFOM predictions for a 1D Burgers’ equation test case. Left panel: simulation
data obtained via the FFT method. We use the first 9 s as training data. Central panel: state
predictions via OpInf-sFOM. Accurate predictions for the system dynamics are made beyond the
span of the training snapshot matrix. Right panel: projected data to global basis Φ ∈ R1000×10

constructed by the truncated SVD of the training data (t ≤ 9s) which retains more than 99.9%
of the system energy. A classic projection-based approach is bound to the span of Φ and cannot
predict the discontinuity propagation.
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5.2 Ice thickness dynamics

In our second test case, we employ the proposed OpInf-sFOM formulation to model the Pine Island
Glacier ice thickness dynamics, and evaluate the method’s predictive capabilities for large scale
applications. As the fastest melting glacier in Western Antarctica [51], the Pine Island Glacier
is of special interest for ice melt predictions and the estimation of future sea level rise. However,
numerical predictions are challenging due to the involved parametric uncertainties, the coupling
of different physical dynamics (such as ice thickness and velocity), the fine resolution required for
resolving them, and the consequent high computational cost [24]. In the following, we use our
OpInf-sFOM formulation to construct a ROM of the ice thickness h to enable fast predictions of
future ice mass loss. The ROM is parameterized by the ice melting rate α at the ice-ocean interface
to account for uncertain environmental circumstances. In particular, the sFOM part of the ROM
resolves the expanding floating portion of the ice where the oceanic melt is applied.

5.2.1 Constitutive equations

We model the ice thickness h(t), t ∈ [0, 20], for 20 years on the domain Ω ⊂ R2 of the Pine Island
Glacier through

dh

dt
= −∇ · hv +∇ · (D∇h) +ms −mb(h, α), in Ω, (35)

with homogeneous Neumann boundary conditions ∇h · n = 0 on ∂Ω. In (35), D ∈ R2×2 is
a symmetric positive definite diffusivity term introduced for numerical stabilization, ms [m/yr]
describes the rate of mass deposition on the ice surface, mb(h, α) [m/yr] describes melting at the
ice base, and v [m/yr] is a depth-averaged ice velocity field.

For this test case, v andms are constant in time. From a physical point of view, this assumption
is reasonable due to the observed slow ice velocity changes and the usage of a time-averaged surface
mass balance. Instead, we focus on the nonlinearity introduced by the local basal melt forcing term
mb(h, α): In our model, basal melt occurs at the interface with the (warmer) ocean water. Since
the ice density ρice is lower than the sea water density ρwater, the ice shelf floats at the water
surface when h is thinner than the floating height hf , i.e., when

h(z) < hf (z) := −ρwater

ρice
b(z) (36)

with ocean water density ρwater = 1023 kg/m3, ice density ρice = 917 kg/m3, and bedrock elevation
field b from [44]. At these positions, mb(h, α) applies the ice melt rate α, i.e.,

mb(h, α) = α 1{h(z)>hf (z)}, (37)

When (36) does not hold, the ice is pressed against the (cold) bedrock and no melting occurs. As
ice becomes thinner, e.g., due to ice melting or sliding, previously grounded areas of the ice shelf
detach and start to float and consequently melt. The accurate estimation of the floating area is of
major interest in predictive simulations as it determines the ice shelf’s physical behavior. We then
expect, by the aforementioned physical mechanisms, that the region where the nonlinear forcing
mb(h, α) is active will also exhibit transport-dominated dynamics.

We discretize (35) in space using linear finite elements (12494 DOFs, see Figure 10). The mesh
was generated from an adapted outline of the Pine Island Glacier in [63] to approximate the ice
velocity in [52, 53] at a resolution between 250m and 10 km. This resolution was chosen according
to study [63]. For the surface accumulation ms, we use [66] as a yearly average. To obtain the
ice velocity v, we solve the Shallow Shelf Approximation ([24], Chapter 6.3) with basal friction
field inferred from the surface velocity measurements in [52, 53]. For the initial condition h(0), we
subtract the surface topography [2, 25] from the ice bed [44] such that t = 0 roughly corresponds
to the year 2004. Given a melt rate α, the model (35) is solved until year t = 20 using the implicit
Euler method with step size ∆t = 0.01. On a single core, a solve takes approximately 9min. The
model is implemented in the Ice Sheet System Model (ISSM) [36].

5.2.2 OpInf-sFOM predictions

We exploit the physical insight from equations (35) and (37) for the coupled OpInf-sFOM model.
Knowing that (35) is linear and that the nonlinear input term in (37) is localized, we infer a
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Figure 10: Pine Island Glacier mesh. We collect data from a mesh with 12, 494 DOFs. For the
inference, we decompose the domain with 4, 585 DOFs on the sFOM subdomain and 7, 909 DOFs
on the OpInf subdomain. As a post-processing step, the solution is interpolated along a narrow
strip along the ROM-FOM interface.

linear OpInf model with r = 10 retaining more than 99.9% of the energy on the OpInf subdomain
and a nonlinear sFOM model (due to (36)) with nF = 4, 585 DOFs by solving (16). In terms of
subdomain selection, the aim is two-fold: the localized nonlinearity from the ice-ocean interaction
in (37) is active in the region close to the ocean, and, in parallel, the physical mechanisms in this
region lead to transport-dominated dynamics for the ice thickness. The resulting sFOM and OpInf
subdomains along with a narrow overlap region are shown in Figure 10.

To train the parametric OpInf-sFOM, we use the first 15 years of simulation data for the
extreme cases of α = 0m/yr and α = 100m/yr observed in [51]. The sFOM subdomain is selected
to include the area close to the ocean where the nonlinear input (37) is active for the training
data, as illustrated in Figure 10. The corresponding singular value decay of both subdomains in
Figure 11 supports this selection, since the singular value decay in the OpInf subdomain is faster
than that in the sFOM subdomain. We choose the optimal regularization values for both models
in (25) by an L-curve criterion. For the inferred sFOM, we consider an L-curve optimization for
both ηsFOM

1 and ηsFOM
2 . This is done by constructing one L-curve per ηsFOM

2 value. The optimal
pair

(
ηsFOM
1 , ηsFOM

2

)
then corresponds to the point (among all L-curves) that is closest to the origin

of the normalized LS L2 error against the normalized L2 norm of the inferred βi in (11). For

OpInf, we optimize ηOpInf
1 and consider ηOpInf

2 = 2× 103 × ηOpInf
1 . The range of the regularization

values for both OpInf and sFOM are summarized in Table 1. Figure 12 illustrates the effect of the
Gershgorin regularization in (25) to the OpInf and sFOM eigenvalues in (17) and showcases the
robustness of the resulting parametric OpInf-sFOM.

Table 1: Coupled OpInf-sFOM inference hyperparameters for ice thickness predictions. The opti-
mal regularization values in (25) are selected via an L-curve criterion [26] for the OpInf and the
sFOM inference. For both OpInf and sFOM, nη1 logarithmically spaced values for η1 were tested.
For sFOM, nη2

logarithmically spaced values for η2 were also tested.

r ηOpInf
1 ηOpInf

2 ηsFOM
1 ηsFOM

2 nη1
nη2

10
[
102, 107

]
2× 103 × ηOpInf

1

[
102, 107

] [
10−2, 102

]
× ηsFOM

1 20 8

We simulate the resulting coupled OpInf-sFOM of dimension r + nF = 10 + 4, 585 = 4, 595
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using a 4th order Runge-Kutta integration scheme. The offline speedup compared to a global
sFOM (31) is 2.27, while a global OpInf would be faster by a factor of ∼ 13 (30), irrespective of its
predictive capabilities. We note that the coupled OpInf-sFOM efficiently handles the distributed
nonlinearity due to (36) and the resulting transport-dominated dynamics in the sFOM subdomain,
which would pose additional challenges to a global OpInf model. The theoretical online speedup
against an explicitly available FOM code with the considerations made in (33) is ∼ 2.67. In our
case, simulating the coupled OpInf-sFOM on the same machine as the ISSM code for 21 evenly
distributed α values in [0, 100]m/yr, we observe an average online speedup factor of 7.89. The
discrepancy between the theoretically expected and practically observed speedup can be attributed
to different software architectures, programming languages and time stepping schemes used for the
ISSM and the OpInf-sFOM, contrary to the considerations made for the theoretical analysis in (33).
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Figure 13: State prediction error distribution over time, for selected α values. As time passes,
the relative error median increases, with the boxplot distribution maximum reaching values of the
order of 10%. At each timestep, the error is normalized by the mean ice thickness across the spatial
domain.

The distribution of the state prediction relative error for selected α values and over time t is
given in Figure 13. As a general trend, the median error increases over time for all parameters α
up to values in the order of 1%. By integrating the ice thickness over the complete domain, we also
compute the predicted total ice mass for uniformly distributed α values. The corresponding error
is plotted in Figure 14. It exhibits an increasing trend over time for most of the parameter values,
with an upper bound of ∼ 0.4%. These results indicate that using the aforementioned training
data only for the extreme values of α = 0m/yr and α = 100m/yr is sufficient for the parametric
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Figure 15: Percentage of total DOFs falsely predicted to be floating or grounded. The largest
error (∼ 4.5%) is observed for α = 0m/yr, with no evident increasing trend beyond the 15 years
of training data. The error decreases for higher α values.

coupled OpInf-sFOM to successfully predict the system dynamics for any intermediate α value.
An important metric in ice dynamics is the prediction of the floating ice regions, following the

criterion in (36). For this reason, we compute the percentage of DOFs that the parametric OpInf-
sFOM classifies falsely to be either floating or grounded ice. Figure 15 presents the evolution of this
false prediction in time. We observe that for α = 0m/yr we have the highest error of approximately
4.5%. To make these values tangible, we present the comparison of the state predictions to the CFD
data at t = 20 years and the corresponding comparison for floating ice. Figure 16 corresponds
to α = 0m/yr, for which the floating/grounded DOFs error is the highest in Figure 15, while
Figure 17 corresponds to α = 50m/yr, for which the floating/grounded DOFs error is below 1.5%
at t = 20. We conclude that the coupled OpInf-sFOM, trained only with the first 15 years of
simulation data for α = 0m/yr and α = 100m/yr, serves as an accurate surrogate model for ice
thickness dynamics predictions in the parameter range of α ∈ [0, 100]m/yr.

6 Conclusions and future perspectives

In this paper we presented a non-intrusive coupled ROM/FOM approach designed for the infer-
ence of dynamical systems with spatially localized slow singular value decay, building upon the
methods of Operator Inference [47] and sparse FOM inference [62]. We presented the two methods,
indicated their advantages and limitations and formulated a coupled OpInf-sFOM with the use of
domain decomposition. We also discussed the usage of the spectral gap indicator for validating
the OpInf and sFOM subdomains selection and examined the issue of solution smoothness over
the OpInf-sFOM interface. The subsequent parametric analysis for the online and offline speedup
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Figure 16: OpInf-sFOM predictions for α = 0m/yr. Upper row: state predictions for the coupled
OpInf-sFOM and comparison to the ISSM code data. Lower row: predicted floating ice region,
with a close-up towards the sFOM subdomain. The predictions are quantitatively matching the
data, with 4.5% of the total DOFs being falsely classified as floating/grounded.

by the coupled OpInf-sFOM quantified the impact of the reducibility in the OpInf subdomain and
the sFOM subdomain size to the computational efficiency of the method. Moreover, we intro-
duced the stability-promoting Gershgorin regularization and provided a closed-form solution for
the inference LS problem in both OpInf and sFOM. This advancement was crucial for inferring
robust non-intrusive dynamical systems. The potential of the coupled OpInf-sFOM formulation
with Gershgorin regularization was exemplified for two numerical test cases. The 1D Burgers’ ex-
ample illustrated the potential for predictions beyond the training regime for transport-dominated
dynamics. The 2D ice thickness dynamics model for the Pine Island Glacier further showcased
the accuracy and speedup for parametric predictions in a realistic application with a localized
nonlinearity. The inferred OpInf-sFOM was found to be 7.89 times faster than the FOM code,
while achieving an average error of the order of 1% for the range of examined parameters.

The current formulation can be extended in several directions, towards a comprehensive frame-
work encompassing physics-informed non-intrusive modeling and data assimilation. First, we con-
sider an extension of the presented coupled approach towards an online, adaptive decomposition of
the domain to ROM and FOM subdomains. This approach would enable predictions for systems
with dynamically evolving regions of slow singular value decay, while requiring less prior knowledge
about the localization of such features. Moreover, an online adaptive ROM-FOM decomposition
would allow for bigger speedups in systems with fixed regions exhibiting slow singular value de-
cay, while maintaining the flexibility of localized inference at the full-order level, where and when
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Figure 17: OpInf-sFOM predictions for α = 50m/yr. Upper row: state predictions for the coupled
OpInf-sFOM and comparison to the ISSM code data. Since the largest part of the DOFs where
input (37) is applied are in the sFOM subdomain, the OpInf has no parametric dependence.
Lower row: predicted floating ice region, with a close-up towards the sFOM subdomain. The
predictions are in good accordance with the data, with 1% of the total DOFs being falsely classified
as floating/grounded.

necessary. Inference at the full-order level could also be leveraged for the incorporation of mea-
surement data from sensors, in the direction of data assimilation. Both aforementioned directions
require a further investigation of data-driven indicators and corresponding algorithms for domain
decomposition. Finally, testing the OpInf-sFOM approach for the inference of systems undergoing
bifurcations is an interesting direction for future research. For such systems, the full-order level
inference on the sFOM subdomain could allow for an accurate prediction of local, bifurcating dy-
namics, while retaining a considerable speedup via the inferred OpInf model on the corresponding
subdomain.

Data & Code Availability

The simulation data and Python code for the application of the coupled OpInf-sFOM methodol-
ogy to the 1D Burgers’ equation test case in Section 5.1 are available in https://github.com/

lgkimisis/opinf_sfom.
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A OpInf-sFOM interface position

We perform a parametric study with respect to the position of the OpInf-sFOM interface for the
1D Burgers’ test case in Figure 9. In particular, we consider an OpInf model for x ∈ [0, a] and
an sFOM model for x ∈ [a, 10]. We consider different values of a in a ∈ [3.5, 5.5] with a step of
0.01 and learn coupled OpInf-sFOMs, while keeping all other training and inference parameters
in Section 5.1 constant. We thus gain insight on the effect of the domain partitioning on the
properties of the coupled, inferred model. The parametric results on the OpInf-sFOM simulation
time and the average error in space over the testing time are given in Figure 18. All models were
trained and run 10 times to account for the variability in simulation time and error (due to the
augmentation of (11) with data from 5 random spatial points). As the position of the interface
a increases, the average error of the OpInf-sFOM model increases, since a larger subdomain is
attributed to OpInf. In parallel, this leads to a decrease in the required computational time for
the OpInf-sFOM simulation. However, increasing the interface position beyond a = 5.5 leads to
unstable models (for the tested regularization values). Since the OpInf subdomain includes a region
exhibiting transport-dominated dynamics (see Figure 9), the r = 10-dimensional linear basis leads
to high projection errors and thus unsuccessful inference of the coupled dynamics.
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Figure 18: Effect of OpInf-sFOM interface position on coupled, non-intrusive predictions for 1D
Burgers’. As the sFOM region shrinks, the OpInf-sFOM simulation time decreases and the average
error over testing time and space increases. However, unstable OpInf-sFOM models can arise when
a significant portion of the transport-dominated region in Figure 9 is attributed to OpInf. The
mean and 90% confidence interval of the results over 10 simulations for each value of a are given.
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