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Abstract—This paper articulates the importance of graphical
models and graph-based methods as fundamental enablers of
Digital Twins. Graph-based representations are well known to
be suited for describing complex systems where the connections
between entities are as important as the entities themselves.
The interconnections within and across data, models, and
decisions are central to a Digital Twin’s value. Not only
does a graph emphasize the scalable representation of such
interrelationships, it also provides a natural mathematical
setting for addressing uncertainty and complexity—arguably
the two biggest barriers to scalable deployment and adoption
of Digital Twins. We discuss how recent advances in theory
and algorithms for large-scale knowledge graphs and graphical
models can be combined in a multi-layered formulation to
provide a powerful foundation for achieving scalable Digital
Twins for complex systems.

Index Terms—Digital twin, knowledge graph, ontology, prob-
abilistic graphical model

1. Introduction

A Digital Twin is “a set of virtual information constructs
that mimics the structure, context, and behavior of a natu-
ral, engineered, or social system (or system-of-systems), is
dynamically updated with data from its physical twin, has
a predictive capability, and informs decisions that realize
value.” [2] The National Academies report [2] emphasizes
that a Digital Twin goes beyond being just simulation and
modeling, highlighting that “the bidirectional interaction
between the virtual and the physical is central to the digital
twin.” The value of Digital Twins for continuous monitor-
ing, predictive maintenance or intervention, and improved
decision-making has been widely recognized [3], [4], [5]
across diverse fields including precision healthcare [6], [7],
sustainable energy [8], and aerospace engineering [9]. De-
spite this promise, scaling digital twins up to the level of
complexity, reliability, and computational efficiency required
for real-world applications remains challenging [10].

A Digital Twin is highly interconnected, integrating data,
models, and decisions across the physical and virtual worlds
(depicted in Figure 1). To reflect this interconnectedness in
the mathematical and computational underpinnings of a Dig-
ital Twin, it is essential to be able to represent relationships
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Figure 1. A Digital Twin of a human heart. Left side of the image is adapted
from [1].

in a scalable way. This paper makes the case for graphical
models and graph-based methods as fundamental enablers
of Digital Twins.

A graph is a mathematical structure consisting of a set
of entities and their relationships. Entities are represented
as vertices in the graph and the relationships between pairs
of entities are represented as edges between vertices. Edges
encode directionality and can be directed, as seen in the two
pairs of edges B — C' and D — FE in Figure 2, or they
can be undirected, as in the edge between A and B and the
edge between C and D.

A key differentiating factor in a graph is that the graph
structure allows for the representation of edges as first-class
citizens [11]. That is, the edges are objects in their own
right that can be named, passed around in functions, and
otherwise manipulated [12]. Because of this explicit rep-
resentation of relationships, graphs are naturally suited for
describing systems where the connections between entities



Figure 2. A graph with five vertices and four edges.

are as important as the entities themselves. This makes a
graph a natural mathematical foundation for a Digital Twin.
From Jordan’s book Learning in Graphical Models [13]:

“Graphical models, a marriage between prob-
ability theory and graph theory, provide a
natural tool for dealing with two problems
that occur throughout applied mathematics and
engineering—uncertainty and complexity... Fun-
damental to the idea of a graphical model is the
notion of modularity: a complex system is built
by combining simpler parts. Probability theory
serves as the glue whereby the parts are combined,
ensuring that the system as a whole is consistent
and providing ways to interface models to data.
Graph theory provides both an intuitively appeal-
ing interface by which humans can model highly
interacting sets of variables and a data structure
that lends itself naturally to the design of efficient
general-purpose algorithms.”

This quote highlights the potential value of formulating a
Digital Twin using graphical models. Not only does a graph-
ical model emphasize the modeling of interrelationships,
which is critical in the Digital Twin setting, it also provides a
natural mathematical setting for addressing uncertainty and
complexity—arguably the two biggest barriers to scalable
deployment and adoption of Digital Twins. Furthermore,
recent years have seen significant advances in theory and
algorithms for large-scale graphical models, advances that
could be leveraged in achieving scalable Digital Twins for
complex systems.

Using a graph foundation, this paper lays out a multi-
layered formulation for Digital Twins of complex systems.
In Section 2, we describe a Digital Twin foundational layer,
built on knowledge graphs. In Section 3, we describe a
Digital Twin predictive layer, built on probabilistic graphical
models. In Section 4, we highlight how these graph-based
formulations are being deployed in scalable computational
Digital Twin technologies.

2. The Foundational Layer

A Digital Twin encodes knowledge that, for a complex
system, spans many aspects of the system’s structure, con-
text, and behavior. In a Digital Twin of a cancer patient, for
example, this knowledge may encompass data from clinical
observational records, data from quantitative clinical assess-
ments, predictive mathematical models that encode biolog-

ical principles governing tumor progression and response
to treatment, statistical models that encode relationships
between genomic factors and cancer progression, and much
more. The knowledge domain of Digital Twins is charac-
terized by (1) its diversity, heterogeneity, and multimodal
nature, (2) its complex interconnections, and (3) the need
for knowledge integrity. Without a structured approach to
managing these complex data, building a functional Digital
Twin would be impossible. Conversely, a semantic, inte-
grated knowledge structure that ensures knowledge integrity
is the core enabler of Digital Twin functions. This structure
forms what we call the foundational layer of the Digital
Twin, as illustrated in Figure 3.

Figure 3. With graphs as the foundation, a multi-layered formulation for
Digital Twins consists of the foundational layer, the predictive layer, and
applications that build upon these layers.

2.1. Challenges, needs, and the role of the founda-
tional layer

Knowledge diversity. Digital Twins process a vast array
of data that varies widely in source, format, and subject
matter [14], [15]. Different pieces of data also differ in
how, when and at what level of detail they are acquired.
For example, in an unmanned aerial vehicle (UAV) Digital
Twin [16], sensor data for temperature, wind speed, and
structural strain are collected and transmitted at different
rates and different levels of fidelity. In addition to sensor
data, the Digital Twin incorporates other diverse types of
knowledge, such as inspection logs and flight logs. Even
though these data differ in origin, format, and timing, the
Digital Twin must manage this diversity and integrate the
data in a cohesive way. To do so, there is a need for
knowledge semantics — an articulation of how knowledge
is structured, what are the atoms of knowledge, how these



atoms are related to each other, and how they comprise the
knowledge domain.

Dense interconnectivity. Knowledge components within
a Digital Twin are highly interconnected. This interconnec-
tivity arises from the need to map the digital representation
to the physical world. These mappings create connections
between different parts of the knowledge domain, linking
data and models within the Digital Twin. Additionally, the
complexity of real-world systems contributes to this high
level of connectivity [17]. Real-world systems often con-
sist of numerous interdependent components that interact
closely. For example, in a Digital Twin for diabetes man-
agement, [18] integrates the dynamic relationships among
diverse data sources such as insulin levels, genetics, and
dietary habits.

Knowledge Integrity. In a Digital Twin, bidirectional data
flow is a key principle. This means that operations are not
limited to querying knowledge; they also involve updating
knowledge [19]. These operations can introduce errors, rang-
ing from computational inaccuracies to logical inconsisten-
cies, such as violations of ontological rules. Such errors can
result in failure or remain hidden and be carried forward,
impacting future operations. Because a Digital Twin is an
evolving, dynamically-updating construct, typically applied
in high-stakes applications, maintaining knowledge integrity
is crucial.

These characteristics highlight the need to represent,
organize, and engineer knowledge in Digital Twins. The
resulting knowledge structure must provide clear, structured
semantics that are robust to system dynamics and easy to
understand from a human perspective. While knowledge
engineering is a well-established field, it is only in the
last decade, with the proliferation of Digital Twins, that
significant attention has been given to structuring knowl-
edge specifically within this context. Knowledge graphs
have emerged as the leading approach for structuring this
foundational layer [15], [20], [21], [22], [23], [24].

2.2. The Ontology and Knowledge Graph

Key in knowledge structuring of Digital Twins is the
ontology. An ontology is a generalized semantic data model
that defines the types of entities, the relationships between
them, the attributes attached to these entities, and the rules
governing them [25]. For example, Figure 4 illustrates an
ontology for a UAV Digital Twin that specifies the types,
attributes, and rules for entities and their relationships. The
ontology defines five types of entities residing in the physi-
cal world: COMPONENT, SENSOR, MEASUREMENT, PHYSICAL
STATE PARAMETER, and CONTROL ACTION. Additionally, it
defines three types of entities in the digital world: MODEL,
DIGITAL STATE PARAMETER, and QUANTITY OF INTEREST. The
ontology also establishes nine types of relationships to de-
scribe how these entities interact. For instance, a SENSOR
generates a MEASUREMENT.

Moreover, the ontology specifies attributes and rules for
entities and relationships. For example, a SENSOR has a
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Figure 4. An ontology for an unmanned aerial vehicle Digital Twin that
specifies the entities, relationships between entities and rules for entities
and relationships.

name and a last inspected timestamp. Crucially, rela-
tionships, being first-class entities in a graph structure, also
have attributes. The generates relationship has the attributes
frequency, which describes how often measurements are
generated, and reliability, which indicates how reliable
the generation process has been over a recent time period.
Ontologies also enforce rules regarding the nature of the
data [26]. For instance, the generates relationship can have
zero to infinitely many edges, representing scenarios from a
sensor being inoperational (zero times) to a non-terminating
physical process (infinite times). Conversely, the observes
relationship mandates exactly one edge between a MEA-
SUREMENT and a PHYSICAL STATE PARAMETER, ensuring that
each measurement corresponds to one and only one physical
state parameter.

A knowledge graph is the instantiation and application of
an ontology to specific entities. While an ontology provides
an abstract framework of rules, axioms, and semantics, a
knowledge graph represents a concrete realization of this
framework, applied to actual data. It contains the entities
and relationships specific to the data domain. Figure 5
shows an illustrative knowledge graph that results from
applying the abstract ontology presented in Figure 4. By
applying ontological design to data, the resulting knowledge
graph delivers powerful semantics, offering clear naming
and meaning of entities and relationships that enable both
user-friendly interaction and formal reasoning about the
data. The graph structure is easily understood by viewers,
as it visually clarifies what entities exist within the data
and how these entities relate to each other, thanks to the
intuitive directionality and verb-based naming of edges.
For example, in the graph depicted in Figure 5, a viewer



I Physical

Left
I Digital

aileron

contains  instrumented with
X

Control WAICUEUE
system U

P 4
controls /

generates

outputs

Structural

Model

tputs i
A,UU pu strain

]
observes

v

Figure 5. Notional example of a knowledge graph instantiated by applying
the ontology in Figure 4 to the unmanned aerial vehicle domain.

naturally grasps the one-way nature of the parameterized
by edge — the STRUCTURAL MODEL is parameterized by
BOUNDARY CONDITIONS and GEOMETRY, but the latter are
not “parameterized by”” models. While this may seem trivial
in this example, data intuitiveness should not be discounted
in real-life Digital Twins, where knowledge is complex and
relationships between elements may not be immediately
obvious. This intuitiveness is particularly valuable when
working with the data, such as in querying and developing
code.

The formal semantics embedded in a knowledge graph
play a crucial role in ensuring the correctness of the system.
These semantics enable the application of mathematical
techniques, ensuring that the relationships and operations
within the graph adhere to predefined ontological rules
and constraints [27]. For example, the Depth-First-Search
(DFS) algorithm can traverse the graph and check that no
cycles are formed with relationships of a certain type. This
is mathematically formalized as follows: let G = (V| E)
denote a directed graph with the set of vertices V' and edges
E =V x V. A cycle is defined as the sequence of vertices
v1...0, € V such that (v1,v2) ... (Un—1,0n), (Vn,v1) € E.
Annotating with type semantics, we can specify a cycle
with a set of types 71...7T; € X, where ¥ is the type
alphabet. Such a typed cycle can be denoted as (T
Tl, 1}1,1}2) . ((F : Tn_l,vn_l,vn), ((F : Tn,’Un, ’Ul). As
a concrete example that builds upon the knowledge graph
shown in Figure 5, to discover cycles where a CoMpPO-
NENT contains itself (cyclic loop), we write the typed cycle
(T' : contains,vi,v2)...((I' : contains,v,_1,vy), (I :
contains, vy, v1) where vy ...v, is of type COMPONENT.

Applied to the graph, the DFS algorithm discovers the
violating cycle shown in Figure 6. Formal semantics make
it easy to formally specify and verify node-level, edge-level
and graph-level properties, which is crucial in real-world
Digital Twin knowledge graphs.

In addition to correctness, formal semantics also con-
tribute to scalable transactions in bidirectional data flows.
Graphs have the index-free adjacency property, meaning that
each node in the graph directly points to its adjacent nodes
without the need for an index lookup [28]. This allows for
rapid traversal and transformation of the graph structure.
When combined with semantics, querying and updating the
knowledge graph can be further optimized with techniques
such as typed indexing and query rewriting.

The knowledge graph structure also supports knowledge
representation at multiple levels of granularity, which is a
common requirement in Digital Twins. For example, in a
UAV Digital Twin, low-level granular sensor observations
are regularly updated into the knowledge graph. However,
decision-makers might need to query information at a less-
granular level, such as the sequence of maneuvers executed
by the UAV. This less-granular level might not be explicitly
represented in the foundational knowledge graph as distinct
entities and relationships. Graph transformations address this
need by rolling up (or unrolling) entities and relationships
of the knowledge graph. In a graph transformation, an input
graph is transformed into an output graph through a series of
mathematical operations. These transformations enable the
creation of new knowledge graphs, which are distinct and
mathematically-derived from the original knowledge graph.
Graph transformations can be highly scalable due to the
index-free adjacency property of graphs.
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Figure 6. An illegal cycle, formalized as a mathematical statement anno-
tated with type semantics, discovered by depth-first-search traversal through
the graph.



3. The Predictive Layer

A core tenet of the Digital Twin is its predictive ca-
pability, which is essential for informing critical decisions
[2], [10]. Predictive capability requires the Digital Twin not
only to issue predictions beyond the available data, but also
to quantify uncertainty and levels of confidence associated
with those predictions. Further, the Digital Twin requires the
ability to update itself and its predictions as the physical
world evolves. Without this dynamic updating, predictions
become stale and lose relevance. Maintaining predictive
capability is challenging due to the inherent uncertainty in
the system [29]. This uncertainty can manifest in various
forms. For instance, in a Digital Twin that supports UAV
operation or UAV manufacturing, there may be uncertainty
regarding the material properties of a component. Similarly,
in a Digital Twin designed to optimize radiation therapy
for a cancer patient, there may be uncertainty in the model
parameters used for tumor characterization [30]. The Digital
Twin predictive layer must capture this uncertainty, reason
about it, and propagate it into the future as the Digital Twin
system evolves.

Uncertainty is often modeled using random variables,
which assign probabilities to different possible outcomes.
For example, consider a digital twin of a cancer patient.
We can define a random variable O that represents the
MRI observational data and the imaging data’s associated
uncertainties. We can define another random variable D that
represents the digital representation of the patient’s tumor
state, inferred from the MRI observational data, and also
uncertain. Similarly, we can introduce a random variable
U that represents a decision action around radiation dosage,
and a random variable R that represents a reward associated
with patient outcomes. Because of the dense interconnectiv-
ity of elements in a Digital Twin (see Section 2), the random
variables representing the status of these elements are rarely
independent; indeed, the patient outcomes depend on the
state of the tumor and the radiation dosage levels.

In real-world Digital Twin applications there may be
millions of random variables with complex dependencies, so
sophisticated methods are required to model and represent
these elements. State-of-the-art methods for such problems
are typically based on graphical structures. One prominent
model used in Digital Twins is the graphical model. Fig-
ure 7 depicts a probabilistic graphical model (PGM) for
the illustrative cancer patient example. The PGM uses a
graph structure to express the conditional dependencies be-
tween random variables. Random variables are represented
as nodes in the graph and edges between them express
conditional probabilities.

In this example the patient outcomes, R, depend on
both the tumor state D and the radiation dosage U, as
represented by the directed edges in Figure 7. PGMs are
powerful tools for modeling uncertainty, making predictions,
and governing state changes in complex systems because
they admit scalable inference algorithms. For example, if
we are able to obtain updated imaging data then we can
algorithmically refine our estimate of the tumor state, and

Observed state of
the tumor
U Radiation
dosage
Modeled state
of the tumor
Patient
outcomes

Figure 7. Probabilistic graphical model formulation of a Digital Twin
representing the interdependencies between MRI data, modeled state of
the tumor, radiation dosage, and patient outcomes.

in turn refine our estimate of an optimized radiation dosage
targeted to improve patient outcomes.

A PGM formulation of a Digital Twin therefore provides
the flexible mathematical framework to enable data-driven
asset monitoring, digital twin model updating, model-based
prediction, planning, and optimal control [16].

The Digital Twin PGM framework proposed in [16],
formulates a PGM for the Digital Twin system to govern
how system components evolve over time. This approach
formulates a mathematical abstraction of the system and
define six key elements as illustrated in Figure 8. These
elements comprise representations of quantities in the phys-
ical world and the virtual world: (1) the partially observable
physical state, S; (2) the physical observational data O;
(3) the physical control inputs U that influence the asset
state; (4) the virtual digital twin state, D; (5) quantities of
interest () predicted by the Digital Twin’s virtual models;
and (6) a reward R that evaluates costs and performance
of the system. Here, the subscript ¢ denotes a discrete time
step.

Once these elements are defined, one formulates the
PGM describing the system. For example, Figure 9 shows
the PGM for a UAV Digital Twin with the six previously
defined elements S, O, U, D, @), and R. The figure illus-
trates three timesteps at ¢ = 0 (inception), ¢t = ¢, (present),
and ¢t = t, (future) to show the conditional dependencies
between and among components as the system evolves
over time. For instance, from the PGM, one reads that the
conditional dependency of the digital state at the present
time D, is dependent on the initial digital state Dy and
the data O, as well as the previous action Uy. In this way,
the PGM framework enables probabilistic inference over the
graph, such as predicting into the future, analyzing over
the past, or tracking current conditions. The Digital Twin
PGM framework is general and can be applied to various
Digital Twins; for instance, see [16] for its application to
UAV dynamic mission replanning, [31] for its application
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Figure 8. The six elements that define a probabilistic graphical model of
a Digital Twin, with examples for an unmanned aerial vehicle. Figure
modified from [16].

in civil engineering structures, and [30] for its application
in cancer patient Digital Twins.
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Figure 9. A probabilistic graphical model that describes the dynamic
evolution and interdependencies of the six elements of a Digital Twin.
Figure modified from [16].

Although both PGMs and knowledge graphs are graph-
ical structures, it is important not to conflate the two. In
a PGM, the vertices represent random variables, and the
edges between them represent dependencies between these
variables. In contrast, a knowledge graph has vertices that
represent individual data elements, and edges that signify
permissible relationships between these data elements. The

two graphical methods are complementary: the knowledge
graph serves as a foundational layer that explicitly supports
rich semantics, which embeds key information about the
digital twin; the PGM brings in the formal quantification of
uncertainty, which is critical for the use of digital twins in
predictive settings.

4. Graph-based Digital Twin Implementation
Technologies

Implementation strategies for graph-based methods un-
derpinning Digital Twins vary across different domains.
Here we highlight some examples of Digital Twin imple-
mentations that build on graph-based approaches (noting
that this is not a comprehensive list). These examples high-
light the power of graph-based approaches in providing
scalable and flexible implementations for Digital Twins.

In the literature, the graph database Neo4j is frequently
cited as a preferred solution for implementing knowledge
graphs. Examples that employ Neo4j for Digital Twin
knowledge graphs include [23] and [32]. In another example,
a study from IBM describes their in-house efforts to build
a Digital Twin platform [24]. This work builds a knowl-
edge graph that provides a layer of semantic data access
and guaranteed data consistency in bidirectional data flow.
Microsoft Azure Digital Twins employs a “Digital Twin
Graph” that expresses relationships between Digital Twin
instances. This graph can be visualized and queried via SQL.
Similarly, Amazon IoT TwinMaker employs a knowledge
graph to express relationships between entities and their
components. This graph can be queried via the PartiQL
query language. Knowledge graphs are also used as the
underpinning for a Digital Twin architecture proposed in
[33], with a software prototype illustrated for examples in
manufacturing and underwater ship inspections.

The recent literature also contains a number of examples
of PGM-based implementations of Digital Twins, where
there is an emphasis on Bayesian methods to quantify
uncertainty in Digital Twin estimates and predictions. Exam-
ples of these PGM-based implementations include aircraft
structural health monitoring [34], manufacturing systems
[35], spacecraft structural health monitoring [36], and space
habitats [37]. The PGM-based approach summarized in
Section 3 and a reference implementation is provided in
[16]; this implementation is also employed in [30] and [31].

5. Discussion

We have described knowledge graphs and PGMs, and
why they are central enablers of Digital Twins. This paper
focuses on a mathematical approach to structuring Digi-
tal Twins. From a computing perspective, managing bidi-
rectional data flow requires the consideration of program
execution, event timing, and correctness (i.e., components
being error-free). In many applications of Digital Twins,
this requires the handling of distributed components, which
are systems spread across multiple locations or devices that



must work together. In real-world systems, the timing of
data events is often indeterministic due to network delays,
variable processing times, and other unpredictable factors.
Ensuring correct program execution under these conditions
is one of the computing challenges in Digital Twins, though
it is beyond the scope of this paper.
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