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This paper presents a data-driven, physics-informed model reduction technique applied
to two large-scale applications: parametric nonlinear aerodynamics and coupled aeroelastic
flutter. We first develop a reduced-order model (ROM) parameterized by Mach number for the
compressible Navier-Stokes equations solved via a computational fluid dynamics code. We use
the non-intrusive operator inference scientific machine learning method as our model reduction
technique. We then extend this technique to the coupled aeroelastic case by incorporating
a modal decomposition model obtained from a finite element analysis code. We use NASA’s
FUN3D software to run the high-fidelity simulations. We demonstrate the parametric ROM
for nonlinear subsonic fluid flow over the VAT aircraft and the coupled ROM for flutter of the
AGARD wing. We show that compared to the high-fidelity FUN3D simulations, parametric
operator inference speeds up computation time by approximately three orders of magnitude,
and coupled operator inference speeds up flutter computation time by approximately two orders
of magnitude.

I. Introduction

Finite element analysis (FEA) and computational fluid dynamics (CFD) are widely used in aircraft design but their
usefulness is limited by their high computational cost, which limits the degree to which the design space can be explored.
CFD models can routinely have tens of millions of degrees of freedom, requiring significant simulation time on high
performance computing clusters to make useful predictions. This precludes them from use in many-query problems,
such as uncertainty quantification, flutter analysis, design optimization, and integration into digital twins for online
control. Model reduction techniques lead to cheaper, physics-informed surrogates that can be used in many-query
problems. This paper presents a data-driven model reduction technique applied to two large-scale applications in
parametric nonlinear aerodynamics and coupled aeroelastic flutter analysis.

Model reduction aims to represent high-dimensional dynamics with a lower-dimensional system while maintaining
a sufficient level of predictive accuracy. The reduced-order models (ROMs) can be run at orders of magnitude lower
computational cost compared to the full-order models (FOMs). Projection-based approaches like the proper orthogonal
decomposition (POD) [[1H4] use the trajectory data from a FOM to derive a reduced basis, then the full-order operators
of the governing equations are projected onto the reduced basis and the dynamics are integrated forward in time [5} [6].
Another technique, dynamic mode decomposition (DMD) [7, |8]], uses the full-order trajectory data to construct a linear
reduced operator to approximate the system, thus enabling analysis of eigenmodes and eigenvalues that often can
reasonably characterize even nonlinear full-order dynamics. The governing equations of many physical systems of
interest contain parametric dependencies, and thus they require a decision about whether to define the ROM using a
local or global basis, with implications for both the accuracy and the computational performance of the ROM. In [3], the
effectiveness of rational interpolation methods, balanced truncation, POD, and the reduced basis method are compared
from a parametric ROM perspective.
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Aeroelastic flutter was originally analyzed using linear methods that focused on the generation of V-g (velocity
vs. damping) and V-f (velocity vs. frequency) plots to characterize the boundaries of the safe operational range for
an aircraft [9, [10]. A number of model reduction techniques have been proposed as a way to bring higher fidelity
aerodynamic and structural information into aeroelastic computations. In [[L1], a vortex lattice model of flow over a
2D airfoil is used to demonstrate that unsteady flow solutions can be characterized with a small number of dominant
eigenmodes of a modal decomposition. A review of several modal reduction methods for unsteady aerodynamics,
including eigenmodes, POD modes, and balanced modes, is given in [12]], along with a discussion of implementing
these methods for aeroelastic models. A parametric reduction method for flutter that interpolates between ROMs at
different free stream Mach numbers using the tangent space of a Grassman manifold is applied to both the F-16 and
F-18/A full-aircraft configurations in [13]. In another approach, Walsh functions are used to simultaneously excite
multiple impulse responses in a CFD model [[14]. The eigensystem realization algorithm (ERA) [15]] is then used to
convert these impulses into an unsteady aerodynamic ROM that can be coupled to a structural model to create a coupled
aeroelastic ROM [16]. The Walsh function technique from [[14] has been extended to a POD methodology in [[17] that
builds the basis via an incremental approach to avoid handling the full snapshot matrix all at once. In this work, we
build non-intrusive ROMs for coupled multi-physics problems such as aeroelastic flutter by extending the operator
inference method [[18]].

Operator inference is a scientific machine learning approach that replaces the intrusive Galerkin projection step with
a non-intrusive linear least squares problem, thus combining the benefits of data-driven learning and physics-informed
modeling [18]]. An additional “lifting” step is formally suggested in [[19] to expose the desired polynomial ordinary
differential equation structure via introduction of auxiliary state variables. The parametric modeling capability of
operator inference is detailed for an affine parametric structure in [20]. We build on the data-driven operator inference
method [18]] to learn non-intrusive ROMs for two real-world applications: a parametric fluid flow model of the Validation
of Aeroelastic Tailoring (VAT) aircraft [21], and a coupled aerostructural flutter model of the Advisory Group for
Aerospace Research and Development (AGARD) wing [22]. We generate high-dimensional simulation data by using
NASA’s FUN3D software [23]] for the aerodynamic analysis of the VAT aircraft and the AGARD wing. For the flutter
analysis, we use FUN3D’s aeroelasticity capability to couple the structural and fluid dynamics and generate snapshot
training data for the AGARD wing. The main contributions of this paper are:

(1) developing a non-intrusive parametric ROM for large-scale aerodynamics analysis: We develop a non-affine
parametric data-driven operator inference ROM for aerodynamic analysis under varying Mach numbers. We
build the ROMs via reduced-state solution interpolation with global basis vectors.

(i1) developing a non-intrusive coupled ROM for flutter analysis: We develop coupled data-driven operator
inference ROMs for flutter analysis. We exploit existing knowledge of the structure of the coupled system by
identifying basis functions for the aerodynamic states separately from the structural basis functions obtained
via modal decomposition. We then combine the structural and fluid reduced states to learn a single coupled
ROM.

The remainder of this paper is organized as follows. Section[[l|describes the operator inference method as initially
presented in [18]], which will be used to construct the parametric reduced-order models. Section |lII| applies the operator
inference method to the coupled (aerostructural) setting. Section[[V]presents the application of the operator inference
method to the VAT aircraft subsonic fluid flow problem and to the AGARD wing aerostructural flutter problem.
Section V] provides concluding remarks.

II. Non-intrusive learning of reduced-order models using operator inference
Operator inference is a scientific machine learning method that uses knowledge of the structure of the full-order
governing equations to specify a matching structure for the reduced-order model. In Section[[I.A] we present a summary
of the standard non-parametric operator inference framework. Section presents an approach for parametric operator
inference ROMs via reduced-state solution interpolation.

A. Non-parametric operator inference
This work targets systems governed by nonlinear partial differential equations. We consider a semi-discrete form of
the governing equations after spatial discretization that results in a polynomial ordinary differential equation structure as

%X(I) =c+Ax(¢r) + H(x(?)  x(¢)) + Bu(?) (1)

2

© 2022 Joint copyright of Lockheed Martin Corporation and the University of Texas at Austin, all rights reserved



where x(7) € R" is the semi-discrete state vector at time 7, u(f) € R™ is the input vector at time ¢ with m inputs, ¢ € R"
are the constant terms, A € R is the discretized linear operator, H € R™" is the discretized quadratic operator,
and B € R is the input operator. The dimension n of the state x is given by n = dn,, with d as the number of state
variables and a spatial discretization with n, cells. For dynamical systems that are not initially in this polynomial form,
we can expose such structure via lifting variable transformations as shown in [19].

We build a projection-based ROM that can preserve the polynomial structure of Eq. (I). To build a ROM, we need to
derive a reduced basis which defines a low-dimensional subspace in which the dynamics are approximated. We obtain
this basis from the full state trajectory via the proper orthogonal decomposition (POD). The POD basis vectors are
obtained by taking the singular value decomposition (SVD) of the snapshot matrix X = [xy, ..., xx] € R™X where
each column x; = x(¢;), i = 1,. .., k is the full-order state solution at a given time #;, and k is the number of snapshots in
X. Typically k < n for large-scale applications. The thin SVD of the snapshot matrix is X = VEWT, where V € R
and W € R¥*¥ are orthogonal matrices, and £ € R**K is a square diagonal matrix consisting of the singular values of
the snapshot matrix. Our reduced basis for projection V,. € R™ " consists of the first r columns of V, where r < n (and
r < k). The approximation of the full state in terms of reduced state X(¢) € R” is given by x(¢) = V,X(?).

In an intrusive projection-based model reduction approach, Galerkin projection is used to obtain the reduced matrix
operators and requires access to source code of the simulation software. However, operator inference is a non-intrusive
projection method that does not require access to the full-order operators of Eqn. (I}, instead learning the reduced
operators via the solution of a linear least squares problem [18]. We wish to learn reduced-order dynamics that match
the form of the full-order dynamics in Eq. (I), leading to the reduced system

%i(t) =T+ AX(1) + H(X(1) ® (1)) + Bu(s), 2)

where ¢ € R”, Ac R™T, He R’”z, and B € R™™ are the reduced operators.
The reduced operators are obtained by solving the regularized linear least squares problem

12 2 12
rgnA Z Hc + Axl + H(x, ®X;) + Bu, - X,“ + A (Hc”2 + ”A”F + HB”F) + /12“H||F s 3)

where 4; > 0 and A, > 0 are the regularization hyperparameters, X; is the reduced state vector of ith snapshot, and X; is
the reduced state time derivative estimated via finite difference approximation. The regularization hyperparameters are
split into two separate parts: (1) A, penalizes the constant, linear, and input operators, and (2) 1, penalizes the quadratic
operators. This was done because the quadratic operators are typically of significantly different order of magnitude, thus
requiring a different scale of penalization. Regularization in the operator inference learning problem promotes stability
of the ROM and helps avoid overfitting. Selecting good values for the hyperparameters 4; and A, used in the learning
step in Eqn. (3) is the key to effective operator inference regularization. In this work, we follow the regularization
hyperparameter selection algorithm described in [20].

B. Parametric operator inference
For many systems of interest, a key question is how the dynamics are influenced by the variation of system parameters.
This parametric dependence is incorporated into operator inference by modifying Eqn. (Z)) to yield

%&‘(r;m = T(p) + A()X(1; ) + H(p) (R(1; ) @ X(2; 1)) + B(p)u(), 4)

where 1 € R? is the vector of p parameters. The parametric case is addressed in the original operator inference paper [[18]]
by learning a ROM for each parameter value and interpolating the reduced model operators ¢(u), A( un, H( ), and B( )
via a cubic spline, for a total of 7 + 7 + r3 + rm interpolations.

We employ a related approach here, except rather than interpolating between reduced model operators, we directly
interpolate between the reduced-state solutions. Let the training data for learning the ROM consist of g parameter values
{ Hiseons /Jq}. Then the reduced-state interpolation for parametric operator inference consists of the following steps:

* Assemble the concatenated snapshot matrix [X(u1), ..., X(ug)] € R"k4 that contains all the snapshots from the

FOM results at all g training parameter values.
* Obtain the POD basis by taking the SVD of the concatenated snapshot matrix in the same manner as in Section[[L.A]
to get the global reduced basis V..
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* Learn ¢ local operator inference ROMs at training parameters y;,i = 1, ..., g using snapshot matrix X(u;) and
global reduced basis V.. _

« Integrate the ¢ local ROMs to predict the reduced-state solutions X(u;) € R, i =i, ..., g for the desired number
of time steps / > k involving extrapolation in time.

= q
* Interpolate over the dataset { i X( ,ui)} using rl cubic spline interpolations (other regression techniques can
i=1

also be used) and use it to predict the reduced-state solution X(ﬂ) € R™! at any new parameter value u for / time
steps. R
* Use the global reduced basis to reconstruct to the full-order space V, X(u).
In a related work in [24], the reduced-state solution is fit using a Gaussian process regression that takes parameters and
time as inputs. However, in this paper we do not have time as an input to our regression model. Instead we use the
operator inference ROM to extrapolate in time at each training parameter sample, then we interpolate at each time step.
Our parametric ROM method has two specific differences compared to the operator interpolation method in [18].
First, reduced-state solution interpolation can be accomplished with a cubic spline after integration of the ODEs and
thus without sacrificing stability. In contrast, attempting to interpolate via the reduced model operators directly tends
to produce unstable ROMs for large-scale problems. We conclude that to correctly interpolate between operators,
manifold interpolation techniques such as interpolation on a Grassman manifold [[13} 25] should be investigated. Second,
reduced-state solution interpolation never obtains the reduced model operators at the new parameter value, and thus we
cannot test many typical stability metrics such as inspecting the sign of the real part of each eigenvalue of the linear
operator.

I11. Coupled operator inference for flutter

Systems with coupled physics present a particularly challenging problem for reduced-order modeling. We develop a
non-intrusive coupled ROM using operator inference by taking advantage of prior knowledge of the form of the coupled
system’s governing equations. In this paper, we consider the form of the coupled aerostructural equations that arise
from combining the governing equations of structural dynamics and fluid dynamics. For full-order solution generation,
we use FUN3D’s aeroelasticity capability [26] to model the fluid-structure interaction (FSI), and we summarize that
method in this section. Then, we describe the process of learning a coupled operator inference ROM specifically for the
flutter FSI problem.

The structural dynamics behavior is described by the semi-discrete second-order linear differential equation

M&+CS5+K6 = Fa, &)

where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, J is the vector of nodal displacements,
and Fy is the aerodynamic forcing applied to the structure. Using modal decomposition to define a reduced basis
for the structure uncouples the degrees of freedom. The structural state vector in the reduced space is then given by

T
Xs = [TI 77] € R?s, where 17 and 7 are the modal displacements and modal velocities of the reduced-order structural

system, and ry is the number of reduced-order structural DOFs (modes) retained in the reduced basis. Then we rewrite
the reduced structural dynamics equations in the block matrix format as a system of first-order equations,

BY 0 I (1) 0
Xs (1) = ISR PN (©)
Q Z||n(] |Fa()
where Q = diag (w%, R w%s) is a diagonal matrix consisting of the squares of the natural frequencies w; for structural

modes i = 1,...,rs, Z = diag 2w1 {1, . .., 2w, ¢, ), and ¢; is the damping ratio of structural mode i. The reader is
referred to the FUN3D exposition of the aeroelastic modeling capability [26]] and to standard texts on structural dynamics
[27]] for further details.

The fluid dynamics behavior is described by the viscous, compressible, three-dimensional Navier-Stokes equations.
The Navier-Stokes equations are typically discretized using conservative variables as the states. Deriving a ROM using the
conservative variables does not lead to a quadratic form. However, [28] details how we can use a lifting transformation by
introducing the specific volume variable & = %, where p is the density, to expose quadratic structure for the Navier-Stokes

.
equations. The lifted aerodynamic system has five state variables as defined by x5 = [p u v w ¢ ] € R for a
spatial discretization with n, cells, where p € R is the pressure, u € R"x, v € R, and w € R"~ are the fluid velocities
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in each direction, and & € R~ is the specific volume. The non-intrusive nature of the operator inference method allows
us to post-process the simulation data to the required form without needing to modify the high-fidelity solver.

In FUN3D, aeroelasticity is implemented by integrating the structural dynamics model in Eqn. (6)) via a predictor-
corrector scheme [26] coupled with the typical integration of the fluid dynamics. Note that the software assumes
small deflections, an acceptable detail given that flutter detection only requires assessment of the damping of an initial
transient, not accurate modeling of large-displacement dynamics.

We are now ready to consider the construction of a coupled ROM to represent this flutter model using operator
inference. We generate training snapshots from a solve of the full-order FUN3D flutter simulation at a given operating
condition. These snapshots consist of full-order fluid state data and reduced structural state (modal displacement) data
because the FUN3D flutter simulation uses the reduced-order structural dynamics. After generation of the training
snapshots, we project the full-order fluid state x4 (¢) to the reduced state, Xa (7), using the reduced POD basis obtained
via SVD of Xj.

The reduced state vector for the coupled FSI model, Xgs1(2), is defined as the concatenation of the reduced fluid
states X4 (¢) and the reduced structural states Xg(¢) as

~ Xal(t
Resi(0) = |0 (7)
xs (1)
Then we learn a linear coupled operator inference ROM of the form
d._. —~ ~
—Xps1(f) = Crs1 + ApsiXpsi (1) )

dr

where Cpsy and ;&Fs[ are the reduced operators for the coupled aerostructural flutter system. We perform a single least
squares calculation for the entire coupled operator inference ROM. In future work, we plan to extend this methodology
by embedding the block sparsity of Eqn. (6) and our knowledge of the quadratic behavior of the fluid dynamics into

Eqn. (§).

IV. Applications of parametric and coupled operator inference
We present the application of the operator inference method to the construction of a nonlinear aerodynamic ROM
and a coupled aerostructural ROM. Section[IV.A] presents a parametric operator inference ROM for subsonic flow over
the VAT aircraft. Section presents a coupled operator inference ROM for predicting flutter in the AGARD wing.

A. VAT aircraft: aerodynamic analysis with oscillating angle of attack

The validation of aeroelastic tailoring (VAT) aircraft, shown in Figure E], is a full-aircraft, 3D model created by
General Dynamics in the 1980s for carrying out fighter airplane research and testing [21}29]. The VAT wing’s airfoil
transitions from the NACA 64A003.5 at the root to the NACA 64A004 at the tip. The wing has a root chord of 42 inches,
a tip chord of 10.75 inches, and a half-span of 39.59 inches as shown in Figure[Ic| We use an oscillating angle of attack
around 2° with an amplitude of 0.25° as an input to the dynamical system to induce similar unsteady aerodynamics as
seen in aircraft flutter. The angle of attack is prescribed by

a(t) =2 +0.25sin(2007 = t),

where 2007 rad s™! corresponds to 100 Hz. This input is applied as a rigid body pitching motion of the VAT aircraft.
The fluid flow is at a Reynolds number of 1.5 million. We study the problem for a range of Mach numbers in [0.5, 0.8].
The full-order model of the VAT aircraft uses NASA’s FUN3D software [23] for CFD, along with a mesh discretization
generated by Pointwise v18.4R3 [l The mesh is constructed with a spherical far-field of increasing coarseness to
reduce computational cost and with a radius of 350 times the root chord length. The unstructured mesh, shown in
Figure 2] consists of n, = 2,321,731 cells, each of which will represent five fluid flow state variables leading to
2,321,731 %5 = 11,608, 655 degrees of freedom. We use NASA’s FUN3D software to run a viscous, compressible
CFD simulation with the one-equation Spalart-Almaras turbulence model. The time step size is 50 us, providing a
temporal resolution of 200 time steps per oscillation cycle of the angle of attack. Figure[3]shows a representative surface
pressure contour over the VAT aircraft and an associated slice of the far-field pressure around the wing, demonstrating
the kind of full-order snapshot data that will be generated for use in training and validating the operator inference ROM.
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{a) MODEL DIMENSIONS 1N INCHES.

MASS = 2.34kg {5.161bm}
AIRFOIL SECTION:
ROOT - 64A003.5
TIP - 64A004

(a) VAT aircraft isometric view. (b) VAT wing top view. (c) Dimensions of the VAT wing [29].

Fig.1 VAT aircraft geometry.

»*

(a) VAT aircraft surface mesh. (b) VAT wing mesh. (c) VAT far-field mesh.

Fig. 2 VAT aircraft meshes.
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Fig.3 Pressure contour from full-order FUN3D solution at Mach 0.6, 100 Hz oscillation of angle of attack.

We use the simulations at Mach 0.5, 0.7, and 0.8 as training data for the parametric ROM and the simulation at
Mach 0.6 as testing data for assessing the ROMs’ predictive capabilities. The snapshots are saved for the lifted state
variables {p, u, v, w, &, } as described in Section The training data consists of simulating from 0.25-0.27 s, capturing
around two oscillations of the data, for a total of 400 snapshots for each parameter sample in the training set. The
size of the global snapshot matrix constructed using concatenated data from the three training parameter samples is

*Pointwise User Manual, v18.4R3
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11,608, 655 x 1200. The global POD basis vectors are obtained by taking the SVD of the global snapshot matrix. The
singular value decay plot for the global snapshot matrix is shown in Figure [fa] We use a basis size of r = 16, capturing
more than 99.999% of the total energy as shown in Figure [4b]

10° 100.0
3 101
Y10 -
2 o> 99.8
>, =
Z 10 o
% ]
- ()
210 g o9
—_— +J
1) ©
T 104 =]
8 € 994
T 10-5 3
10~
£ R
2 10-6 99.2
1077
0 200 400 600 800 1000 1200 0 5 10 15 20
index reduced dimension

(a) Singular value decay, normalized by largest singular value (b) Cumulative energy retained for a given reduced dimension

Fig. 4 Singular value decay and cumulative energy of VAT global snapshot matrix for Mach = {0.5,0.7,0.8}.

We train a parametric operator inference ROM using the reduced-state solution interpolation method described in
We first train the local operator inference ROMs at the three training parameter samples using the local snapshot
matrix of size 11, 608, 655 x 400 consisting of 400 time steps. Note that the global reduced basis is used during the
learning process. Then we integrate the three local ROMs to predict for a total of 1000 time steps from 0.25-0.3 s,
capturing five oscillations of the data while extrapolating in time. The reduced-state solutions of size 16 x 1000 obtained
from each of the three local ROMs are interpolated across the parameter space to capture predictions both in parameter
space and in time for the parametric ROM. The prediction at the test parameter of Mach 0.6 for 1000 time steps is
obtained from the trained parametric ROM and reconstructed to the full-order solution using the global reduced basis.
We look at pressure traces at four different locations around the airfoil in one slice of the VAT wing as shown in
Figure[5} Figure []compares the full-order and reduced-order pressure traces at the four different locations for Mach
0.6. The parametric operator inference ROM yields accurate predictions of the dominant periodic behavior of all four
pressure traces for the unseen parameter with small discrepancy in the pressure oscillation amplitude showing good
approximation of the FOM. This shows the usefulness of the scientific machine learning method that embeds physics
into the learning process as compared to a black-box surrogate method that might not have the ability to learn the
oscillatory behavior. Our parametric operator inference ROM actually learned the underlying dynamic feature of the
responses in a non-intrusive way

To summarize, a single FUN3D VAT simulation takes about 23 hours to run on 64 cores, with an additional 26 hours
needed to write the complete state outputs to file, for a total of about 2 days to complete a single full-order aerodynamic
solution at a single operating condition. Once the training snapshots are generated from the FOM, the operator inference
method requires approximately 1 hour to complete the POD and learning steps that produce the parametric ROM. After
the ROM is built, an additional computational expense on the order of seconds is required to predict the reduced-order
aerodynamic solution at a new parameter value (Mach number) over the same temporal domain as the FOM solutions.
We see that the expense of generating full-order training snapshots can be on the order of days for large-scale CFD
problems, but once the parametric ROM is built, we see speed-ups of at least three orders of magnitude for predictions
of fluid state outputs at new parameter values.

B. AGARD wing: aeroelastic flutter

The AGARD wing originated from a NATO working group and is used in this paper to demonstrate coupled ROM
flutter prediction capabilities. Flutter occurs when the structural dynamics (i.e. the resonance) of an aircraft’s wings and
the fluid flow over the surface of the wings become unstably coupled, typically leading to catastrophic vehicle failure.
This makes avoiding flutter a critical consideration in aircraft design. However, it is expensive both to test and to model
flutter accurately, due to the inherent multiphysics coupling of the problem. We show the potential of the coupled
ROM method discussed in Section[[II]to accurately predict the onset of flutter in an aerostructural model at much lower
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Fig. 5 Locations of pressure traces for VAT aircraft model.
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Fig. 6 Comparison of pressure traces through time for Mach 0.6 obtained from the FOM and ROM (r = 16)

shown at four different positions in an airfoil slice of the wing.

computational cost than a full-order, nonlinear CFD solver (in our case, FUN3D).

The AGARD wing has an aspect ratio of 1.6525, a taper ratio of 0.6576, and a sweepback angle of 45 degrees [22].
Similar to the VAT aircraft wings, the AGARD wing has a NACA65A004 airfoil. We use the unstructured mesh of
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the AGARD wing from the FUN3D example problem materials E| as shown in Figure|7| FUN3D’s built-in aeroelastic
modeling feature is used to generate the full-order solutions. The aeroelastic simulation requires the results of a modal
decomposition from a linear structural dynamics model to efficiently represent the structural behavior of the AGARD
wing. Specifically, we use the first four AGARD wing mode shapes provided by the NASA FUN3D developers. These
mode shapes are visualized in Figure[8|along with their associated natural frequencies. For more details about FUN3D’s
aeroelastic modeling capability, we refer the reader to the original exposition of these capabilities in [26].

(1) (2)

Fig. 7 AGARD wing CFD mesh with pressure trace locations.

(a) Mode 1 (9.6 Hz) (b) Mode 2 (38.2 Hz) (c) Mode 3 (48.3 Hz) (d) Mode 4 (91.5 Hz)

Fig. 8 First four structural mode shapes of the fixed-boundary AGARD wing, scaled independently for
visualization

To analyze a flutter case in FUN3D, we select a Mach number and a dynamic pressure, then we perturb the system by
prescribing an nonzero initial generalized modal velocity for each of the structural mode shapes. Then the generalized
modal displacement is monitored over time to see if the modal displacements settle to steady-state values or continue to
increase and become unstable, which indicates that flutter has occurred. In this study, we use a viscous, compressible
fluid flow model. The CFD problem is solved for five fluid flow state variables over n, = 492,778 cells leading to
492,778 x5 = 2,463, 890 degrees of freedom. The procedure is repeated at different Mach number - dynamic pressure
combinations to characterize the flutter boundary. In Figure[9] we see the modal displacement of the first mode at Mach
0.9 and dynamic pressures Q = {65, 75, 85,95} psf for the full-order FUN3D results. Note that the orange curve for 75
psf is nearly in a limit cycle, indicating that this operating condition is near the flutter boundary. The green and red
curves are growing in amplitude over time, indicating flutter.

Although it is not the key quantity of interest for flutter, it is informative to look at how well the ROM can replicate
the fluid dynamics response of the system as well, since it is the coupling between the structural response and the fluid
response that explains why a wing flutters under particular operating conditions. Figure[I0]shows an example of the
kind of surface pressure profile that occurs in the full-order FUN3D results.

This is an interesting demonstration case for our non-intrusive coupled ROM described in Section [T because we do
not have explicit access to the original mesh of the AGARD wing or even the structural dynamics code that was used to

TFUN3D v13.4 Training - Session 16: Aeroelastic Simulations: https://fun3d.larc.nasa.gov/session16_2018.pdf
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Fig.9 Modal displacement of first AGARD mode shape for Mach 0.9 and dynamic pressures Q = {65, 75, 85,95}
psf

Y

L

0.66 0.676 0.692 0.708 0.724 0.74

Fig. 10 Representative pressure contour on surface of AGARD wing at Mach 0.9, dynamic pressure 75 psf.

obtain the modal results. However, we can still learn a coupled ROM since it is completely non-intrusive and we can
work with legacy data. The mode shapes can be used as additional reduced basis functions that we add directly to the
set of bases we obtain from POD after running a FUN3D coupled solve. Thus we are able to very easily incorporate
prior knowledge of the physics of the system into our model reduction method when this knowledge becomes available,
without requiring any additional work on the part of the simulation analyst. We exploit the structure of the coupled
aerostructural governing equations, which consist of linear structural dynamics equations and quadratic fluid dynamics
(Navier-Stokes) equations, to learn the coupled ROM for flutter prediction. In this work, we learn a coupled operator
inference ROM with linear form. We use basis functions from both the structural dynamics modal decomposition (i.e.
an eigenvalue problem) and the proper orthogonal decomposition of the fluid state snapshot matrix. We will extend the
coupled ROM to include quadratic terms for the fluid flow equations in a future effort. The fluid flow snapshot matrix
consists of training data from 400 time steps with a time step size of 0.277 ms, leading to a training snapshot matrix of
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size 2,463, 890 x 400. The singular value decay plot for the fluid flow training snapshot matrix is shown in Figure [ITa]
We use a basis size of 18 for fluid flow POD, capturing 99.995% of the total energy as shown in Figure[TTb]. The total
size of the reduced state vector for the coupled ROM ends up being 18 + 2 x4 = 26 after including four structural modes
(each mode including a modal displacement and a modal velocity).

10° 100
99
98
97
96

95

% cumulative energy

94

normalized singular values
=)
4

10-6 93

0 50 100 150 200 250 300 350 400 0 5 10 15 20
index reduced dimension

(a) Singular value decay, normalized by largest singular value (b) Cumulative energy retained for a given reduced dimension

Fig. 11 Singular value decay and cumulative energy of snapshot matrix.

Figure|12|compares the FOM and the coupled ROM predictions for a non-fluttering operating condition (Q = 75
psf) and a fluttering operating condition (Q = 95 psf). For the modal displacement plots in Figures and the
dashed black lines representing the coupled ROM predictions are overlaid almost exactly on the solid lines representing
the full-order predictions for all four modes. In Figures[I2b]and [I2d] we can see that absolute error between the FOM
and the coupled ROM predictions is below 2% for the non-fluttering case of Q = 75 psf and below 5% for the fluttering
case of Q = 95 psf. Typically, the final step of the flutter analysis would be to use a method such as the log decrement to
numerically estimate the damping of the modal displacements at a given operating condition to decide if the case is
fluttering. For that conventional workflow, the temporal extrapolation we see in Figure [I2]using the coupled ROM is
accurate for a sufficiently long duration to calculate damping and predict flutter. We also investigate the response of
fluid states such as the pressure during aerostructural coupling. In Figure[I3] we see the pressure trace at the leading
edge and the trailing edge of the wing tip (see Figure[7) for the nonfluttering and fluttering cases. The coupled ROM is
able to accurately track the higher frequency oscillations, especially in the trailing edge plots.

A single FUN3D flutter simulation takes 25 minutes to run on 32 cores, with an additional 3 minutes for writing
data outputs to file, for a total of 28 minutes to complete a full-order flutter solution at a single operating condition.
Once the training snapshots are generated from the FOM, the operator inference method requires approximately 1.5
minutes to complete the POD and learning steps that produce the ROM. After the ROM is built, an additional 3 seconds
of computation are required to predict the reduced-order flutter solution over the same temporal domain as the FOM.
Thus, we see that the operator inference ROM provides a run-time speed up from minutes for the FOM to seconds for
the ROM, with the added ability to rapidly and accurately extrapolate beyond the temporal domain of the FOM results.

V. Conclusion

Operator inference is a data-driven, physics-informed model reduction method for dynamical systems. The non-
intrusive nature of the operator inference method makes it an appealing strategy for generating ROMs for commercial
solvers and for legacy solvers or data since it only requires access to the state solutions generated by the solvers and
not to the discretized operators of the underlying governing equations. In this paper, we develop a parametric ROM
for large-scale aerodynamic analysis and a coupled ROM for flutter analysis based on operator inference. We lift
the Navier-Stokes equations governing the fluid flow problem to a quadratic form for operator inference and use a
reduced-state solution interpolation method to build the parametric ROM. We show that the parametric ROM is able to
accurately extrapolate in time and parameter space to predict the dynamical behavior for a large-scale aerodynamic
problem using the VAT aircraft at unseen Mach numbers. Then we show the coupled ROM for coupled multiphysics
applications, where we often have some type of physical insight into at least one of the governing physical regimes a
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Training data and testing data split is shown by vertical black line.

priori. In the case of the flutter analysis, this prior knowledge is the modal decomposition information which, similar
to many typical industry workflows, was provided to us without access to the initial full-order model. We are able to
learn a non-intrusive coupled ROM, which is capable of predicting the key quantity of interest of generalized modal
displacement to within less than 5% absolute error. Both the parametric ROM and the coupled ROM lead to significant
speedups compared to the high-fidelity simulations. Our future work will combine these capabilities (parametric and
coupled ROMs) for aeroelastic systems to create parametric coupled ROMs capable of predicting the onset of flutter
at unseen dynamic pressures and Mach numbers. This effort would be supported by more robust development of the
learning step of the operator inference method for coupled ROMs, in order to incorporate knowledge of the block-sparsity
of the second-order coupled governing equations.
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