
Considering multiple information sources can lead to 
significant cost reduction

• Multimodal function (Bichon et al., AIAA J., 2008)

• Results over 100 random initial evaluations:

• Median cost of multi-information algorithm: 18.1

• Median cost of single information source algorithm: 38.0t reduction

CLoVER outperforms similar algorithms

• Surrogate is used to compute area of Branin-Hoo function over the threshold 
𝑔𝑔0 = 80. Area is estimated with 106 Monte-Carlo samples

• CLoVER achieves a smaller error on average when compared to similar 
algorithms available for single information source (R package KrigInv)
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Motivation 
We address the problem of locating contours of functions that are expensive to 
evaluate. This problem arises in several areas of science and engineering:

classification   | constrained optimization   | stability   | reliability

We consider the case when multiple information sources are available, in the 
form of relatively inexpensive, biased, and noisy approximations to the original 
function. Our goal is to use information from all available sources to produce 
the best estimate of a contour under a fixed budget.

Main contributions
• Contour entropy: a measure of uncertainty about the zero contour estimated 

by a statistical surrogate model

• Acquisition function: quantifies the expected reduction of contour entropy 
per unit cost

• CLoVER (Contour Location Via Entropy Reduction): an active-learning 
algorithm that that combines data from multiple information sources to 
locate contours of expensive functions at low cost

Problem statement
• Expensive function (information source 0): 𝑔𝑔0:𝒟𝒟 ⊂ ℝ𝑑𝑑 ↦ ℝ

• Additional information sources: 𝑔𝑔ℓ, ℓ ∈ 1, … ,𝑀𝑀 (biased, noisy)

• Known cost and variance: 𝑐𝑐ℓ, 𝜆𝜆ℓ ℓ ∈ 0, … ,𝑀𝑀

• Goal: estimate 𝒵𝒵 = 𝑧𝑧 ∈ 𝒟𝒟 𝑔𝑔0 𝑧𝑧 = 0 at low cost using evaluations of all 
available information sources 𝑔𝑔ℓ

Statistical multi-information source surrogate
Multi-information source Gaussian process (GP) surrogate introduced by 
Poloczek et al (NeurIPS 2017). This surrogate fits data from all available 
information sources and encodes the correlations between them. 

𝑓𝑓 ℓ,𝒙𝒙 denotes the GP approximation to 𝑔𝑔ℓ 𝒙𝒙
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Contour entropy
For any 𝒙𝒙 ∈ 𝒟𝒟, and 𝜖𝜖 > 0, we define the following set of events based on the 
GP surrogate:

𝑓𝑓 0,𝒙𝒙 < −𝜖𝜖 (event L)   | 𝑓𝑓 0,𝒙𝒙 < 𝜖𝜖 (event C)   | 𝑓𝑓 0,𝒙𝒙 > 𝜖𝜖 (event U)

These events characterize whether the surrogate estimates 𝑔𝑔0(𝒙𝒙) to lie below, 
within, or above a margin of width 2𝜖𝜖 surrounding the zero contour.

We then define a discrete random variable 𝑊𝑊𝑥𝑥 with probability mass 𝑃𝑃(𝐿𝐿), 

𝑃𝑃(𝐶𝐶), and 𝑃𝑃(𝑈𝑈). The entropy of 𝑊𝑊𝑥𝑥 represents a measure of uncertainty of the 
zero contour at 𝒙𝒙:

𝐻𝐻 𝑊𝑊𝒙𝒙; 𝑓𝑓 = −𝑃𝑃 𝐿𝐿 ln𝑃𝑃 𝐿𝐿 − 𝑃𝑃 𝐶𝐶 ln𝑃𝑃 𝐶𝐶 − 𝑃𝑃 𝑈𝑈 ln𝑃𝑃 𝑈𝑈

Contour entropy is the global measure of uncertainty of the zero contour:
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Active learning algorithm
• After 𝑛𝑛 function evaluations, CLoVER uses the current surrogate 𝑓𝑓𝑛𝑛 as a 

generative model to solve the optimization problem:
maximize

ℓ ∈ 0, … , 𝑀𝑀 , 𝒙𝒙 ∈ 𝒟𝒟
𝑢𝑢(ℓ,𝒙𝒙; 𝑓𝑓𝑛𝑛)

• Acquisition function measures expected reduction in contour entropy per 
unit cost:

𝑢𝑢 ℓ,𝒙𝒙; 𝑓𝑓𝑛𝑛 =
𝔼𝔼 ℋ 𝑓𝑓𝑛𝑛 −ℋ 𝑓𝑓𝑛𝑛+1 | ℓ𝑛𝑛+1 = ℓ, 𝒙𝒙𝑛𝑛+1 = 𝒙𝒙

𝑐𝑐ℓ(𝒙𝒙)
• Expectation is computed approximately with analytical expression                 

(no numerical integration)

• Optimization is solved by a search over a discrete set of points

Figure 1: Multi-information 
source GP surrogate. Mean and 
variance of GP representation 
of expensive function 𝒈𝒈𝟎𝟎.

Top: two samples from both IS0 
and IS1. Surrogate fits data and 
learns correlation between 
information sources.

Bottom: two additional samples 
of IS1 only. Surrogate improves 
the estimate of 𝒈𝒈𝟎𝟎 based only 
on IS1 data.

Figure 2: Top left: surrogate 𝒇𝒇 𝟎𝟎,𝒙𝒙𝒙 at a 
particular 𝒙𝒙𝒙, and probability mass of events 
L, C, and U.

Top right: entropy 𝑯𝑯 𝑾𝑾𝒙𝒙;𝒇𝒇 as a function of 
the probability masses. The black dot 
corresponds to 𝑯𝑯 𝑾𝑾𝒙𝒙𝒙;𝒇𝒇 .

Bottom left: local entropy 𝑯𝑯 𝑾𝑾𝒙𝒙;𝒇𝒇 . Contour 
entropy is the area of gray shaded region.
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